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ABSTRACT Under the explosive growth of information available on the Web, recommender systems have
been used as an effective technology to filter useless information and attempt to recommend the most useful
items. The proliferation of smart phones, smart wearable devices and other Internet of Thing (IoT) devices
has gradually driven many novel emerging services which are latency-sensitive and computation-intensive
with a higher quality-of-service. Under such circumstances, the data sources contain four key characteristics
(i.e., sparsity, heterogeneity, mobility, volatility). The conventional recommender systems based on cloud
computing are incapable of digging the information of user demands. Mobile edge computing is a novel
computing paradigm via pushing computation/storage resource from the remote cloud servers to the network
edge servers to provide more intelligent and personalized service. This paper comprehensively reviews the
state of the art literature on the convergence of recommender systems and edge computing, and identify
the future directions along this dimension. This paper can provide an array of new perspectives on the
convergence for researchers, practitioners, and tap into the richness of this interdisciplinary research area.

INDEX TERMS Recommender systems, edge computing, the IoT, intelligent service.

I. INTRODUCTION
Recently, ubiquitous recommender systems are a vital and
indispensable technology and application of Big Data and
Artificial Intelligence (AI) [1]. In the explosive growth of
data available on the Web, it can actively filter useless infor-
mation and attempt to recommend the most useful items
(e.g., news, products, services, etc.) to users via a recom-
mendation algorithm [2]. A key feature of the recommen-
dation algorithm is its ability to forecast a user’s interests
and demands based on analyzing user’s personalized prefer-
ences, items features, user/items past interactions and other
additional information [3]. Nowadays, the recommender
systems start off becoming popular in various information
access systems and has been successfully applied in per-
vasive across numerous web domains, such as e-commerce
(e.g., Amazon, Netflix, Alibaba), information retrieving
(e.g., Google, Yahoo, Baidu), social network (e.g., Facebook,
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Twitter, Weibo), location service (e.g., Foursquare, Yelp,
Waze) and so on [4]. All in all, studies of the recommender
systems have become a hot topic in academia and industry,
forming a number of related research achievements.

In general, there are a set of users and a set of items,
the recommendation algorithm computes a rank of each
pair that indicates the correlation of a user to an item. The
recommendation algorithm can be mainly categorized into
collaborative filtering (CF), content-based recommendation
(CB), knowledge-based recommendation (KB), and hybrid
recommendation (HR) [5]. Each algorithm has advantages
and limitations, for example, CF achieves the best accuracy
of predictions about how much someone is going to enjoy
a movie in Netflix Prize, however, it has sparseness and
cold-start problems [6]. These algorithms usually collect all
information of users and items into cloud servers to manage
and analyze [7].

With the proliferation of smart phones, smart wearable
devices and other Internet of Thing (IoT) devices, as well
as the tremendous growth of Internet of Vehicles (IoV),
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the number of IoT devices will reach nearly 50 billion on
the Internet by 2020 [8], having gradually driven many
novel emerging services such as virtual reality (VR), aug-
mented reality (AR), live-stream, electric vehicle (EV), and
smart city (SC). To promote the quality-of-experience (QoE)
of users, the development of services is in intelligence,
personalization, and integration directions. These services
are latency-critical and computation-intensive with a higher
quality-of-service (QoS). On the other hand, global mobile
data traffic continues growth of nearly 11-fold over the next
5 years [9]. According to Cisco reports, nearly 850 ZB data
will be generated each year by 2021, but the data center is
only 20.6 ZB [10]. It indicates that the location distribution
of data sources is undergoing a transformation from data
centers to an expanding number of edge devices. Under such
circumstance, the data sources contain the following key
characteristics.

• Sparsity: in the edge environment, the historical data
sources stored in edge server comes from a small amount
or even one user’s profiles. Many items’ content missing
causes that the data are not dense enough, but sparse
enough [11].

• Heterogeneity: edge devices are produced by compa-
nies around the world. Each company has its systems,
network protocols, and technical standards, resulting in
the data sources are heterogeneity with high variability
of data types and formats [12], [13].

• Mobility: the mobility is an inherent characteristic of
users in themobile networks. Smartphones andwearable
devices attached to users will wander about, especially
the sensors in IoVs move quickly. With the mobility of
user, the data sources of user are distributed to different
edge servers in different periods [14].

• Volatility: the state of the mobile edge network is
volatility, when one user invokes a service many times,
the QoS data may be different each time.

Although many existing recommender systems based on
cloud computing have been proposed in traditional Internet
environments, they are gradually unable to deal with these
novel emerging services and massively distributed data in
mobile edge network, they may fail to predict what users’
interests and demands are. Due to the above challenging
characteristics, the recommender systems are mainly facing
the following three problems: 1) cold-start problem, as data
sources of active users are usually very sparse, even new or
inactive users lack relevant profiles, the cold-start problem
occurs; 2) exploration and exploitation problem, for exam-
ple, in online shopping, exploration implies recommending
new goods and exploitation entails reusing existing goods.
How to find an optimal trade-off between exploration and
exploitation is crucial issue; 3) security and privacy prob-
lem, the data sources are produced by various IoT devices and
distributed at different edge platforms, resulting in potential
leakage of user data security problem. If all data sources are
offloaded to a central cloud server, this centralized manage-
ment may bring about privacy problem.

FIGURE 1. Recommender systems and edge computing.

Mobile edge computing (MEC) is a novel computing
paradigm via pushing computation/storage resource from
the remote cloud servers to the network edge servers to
improve QoS. To process computation tasks and services
as close as possible to data sources, edge servers can be
deployed at or near base stations closer to users. MEC and
conventional cloud computing are not mutually indepen-
dent, but MEC is an extension and supplement of cloud
computing [15]. Nowadays, various machine learning-based
intelligent services have been deployed at edge servers to
meet the critical requirements (e.g., agility, heterogeneous
data analysis, and privacy-policy strategy) of computation
tasks [16]–[18]. IoT-based devices and applications can
understand user profiles deeply and comprehensively to per-
sonal demands of users, as the heterogeneous sources of users
are available [19]. Meanwhile data sources processed at the
edge servers not remote cloud servers potentially protects the
privacy of users’ information. Therefore, MEC is expected
to solve the issues of current recommender systems. In fact,
recommender systems are gradually being combined with
edge computing as shown in Fig. 1.

Specifically, on one hand, recommender systems expect
to deeply understand users’ behaviors, demands, and inter-
est via edge servers with the proximity of users [20], thus
processing sparse, heterogeneity, mobility, and volatility data
sources, solving cold-start, exploration and exploitation and
security and privacy problem, providing perfect personal-
ized services for users. There are many advantages as fol-
lows. 1) the devices of users can collect massive user data
(i.e. health data, behavioral data, shopping data, etc.), due
to the intimate relationship between users and devices, these
user data truly reflect users’ interests [21]; 2) edge computing
distributed to the network edge can help to disseminate and
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collect user data and provide better data management. For
QoS prediction in mobile network, edge servers can perceive
the user mobility and make appropriate decisions to improve
QoS prediction accuracy [22]; 3) the partial recommendation
algorithm of recommender systems can be deployed at edge
servers. Under this decentralized MEC, edge servers can
perform data sources caching, aggregation, and lightweight
processing to alleviate the pressure of the central cloud
server [23]. Besides, recommendation results are responded
by the nearest edge servers, eliminating the latency of data
transmission between cloud servers and devices.

On the other hand, the recommender systems are key solu-
tions towards overcoming information retrieval challenges.
In edge computing, the edge servers and many third-party
service providers are required to provide intelligent and
personalized services for the unprecedented growth of IoT
end-devices and data [24]. Recommender systems boost to
more easily identify relevant association between users and
items then finishing personalized services for meeting the
functional and non-functional requirements [25], [26]. Edge
caching a primary and indispensable technique in edge com-
puting, which caches some popular contents at the edge
servers in advance to reduce latency and network traffic,
thereby improving the QoS [27], [28]. Under the limitation
of caching capacity at edge servers, edge caching needs to
optimize the cached content placement and content delivery,
which primarily depends on the content popularity distri-
bution and similarity of user demands [29]. Recommender
systems are an efficient way to cache the most related and
popular content at edge servers to maximize resource uti-
lization and reduce latency by matching the requirements,
hobbies, and habits according to users’ environments [30].

Consequently, considering both of them face some same
challenges and practical issues in multiple aspects, as
illustrated in Fig. 2. We consider four enabling technologies
for building recommender systems and Edge computing:

1) Recommender systems on Edge (recommender systems
applications on edge), systematically organizing applications
of recommender systems on edge.

2) Recommender systems in Edge (recommendation infer-
ence in edge), focusing on the deployment and inference of
recommender systems in the edge computing paradigm.

3) Edge computing for recommender systems, utilizing
decentralized edge computing architecture to meet higher
requirements of recommender systems.

4) Recommender systems for Edge computing, which
resorts to recommender systems for better edge caching by
analyzing the relationship between the user and items.

With plenty of research investigating the convergence
of recommender systems and edge computing, the current
existing works urgently need to be summarized for further
research. To the best of our knowledge, we are the first to
make a comprehensive review that shapes the convergence
of recommender systems and edge computing and position
existing works and current progresses. The most related
work is [21] and [31], however, they mainly focus on the

FIGURE 2. Conceptual relationships of recommender systems and edge
computing.

recommender systems under IoT environment rarely involve
edge computing. Different from [21], [31], this survey con-
tributes on these respects: 1) we comprehensively review the
state of the art literature on the convergence and investigate
the holistic technical spectrum in terms of four enablers;
2) we summarize the deployment challenges of recommender
systems by edge computing; 3) we discuss open issues cur-
rently limiting real-world implementations and identify the
future directions along this dimension.

The abbreviations in this paper are shown in Tab. 1.
The remainder of this article is organized as follows.
Section II and III respectively introduce fundamentals related
to recommender systems and edge computing. We give four
enabling technologies, i.e., recommender systems applica-
tions on edge in Section IV, recommendation inference in
edge in Section V, edge computing for recommender systems
in Section VI, and recommender systems for edge computing
in Section VII. Section VIII collects and summarizes some
datasets. Finally, we discuss future directions in Section IX
and conclude the paper in Section X.

II. FUNDAMENTALS OF RECOMMENDER SYSTEMS
In the past 20 years, recommender systems have gained
much attention. They are efficient software tools and tech-
niques to overcome information overload and over-choice by
proactively providing suitable suggestions for items to users.
With the development of recommender systems, it has been
successfully applied in various domains (e.g., e-government,
e-resource, e-commerce, etc.) by multi-disciplinary efforts
(i.e., artificial intelligence, human-computer interaction, data
mining, etc.), shown in Fig. 3. Nowadays, more and more
scholars participate in research on the related work of
recommender systems. The number of studies on recom-
mender systems has been increasing dramatically, depicted
in Fig. 4.
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TABLE 1. List of abbreviations in alphabetical order.

FIGURE 3. The most common recommender systems applications.

FIGURE 4. Popularity of recommender systems in recent years. We search
in ‘‘Web of Science’’ with ‘‘recommender systems’’ as keywords. The
search results show the number distribution chart of papers from
2005 to 2018.

A. WHAT ARE RECOMMENDER SYSTEMS?
There are various definitions and explanations of recom-
mender systems. For example, according to Wikipedia, rec-
ommender systems are a subclass of information filtering
system that seeks to predict the ‘‘rating’’ or ‘‘preference’’
a user would give to an item. However, the definition is
somewhat obscure and not exactly right. It defines ‘‘What is
it?’’ with ‘‘How does it work?’’, and this stipulates the way
to implement the recommender systems in disguised form.

We can redefine recommender systems with the following
three questions from another perspective.

1) What can it do? Recommender systems can proactively
find out in advance the connection that will eventually arise
between the users and the items. The connection is not strictly
delimited to a certain relationship, instead, any relationship
can be considered the connection [32]. Because myriads of
things are connected. People tend to make more connections,
spawning numerous social applications; consumption con-
nections between users and goods become more common
in e-commerce, making a number of unique e-commerce
applications.

2) What does it need? Recommender systems exploit
existing connections to explore and predict future connec-
tions. An information content application (TouTiao.org),
for instance, expects users to click on the massive con-
tent pages. Each click and reading are connections. Con-
nections of different levels and importance are constantly
built with recommender systems. Then, it provides accurate
and personalized suggestions for news to be of reading to a
user.

3) How does it work? The definition of Wiki provides one
way by predicting users’ ratings and interesting. They are
two main components of recommender systems. Recommen-
dation algorithms are usually classified into four categories:
content-based, collaborative filtering, knowledge-based, and
hybrid methods.

B. RECOMMENDATION TECHNIQUES
1) CONTENT-BASED RECOMMENDATION
CB recommendation techniques learn to recommend items
that are similar to items previously preferred by a user. For
example, the music recommender system analyzes the infor-
mation of music (i.e., textual and audio) in a user’s playlist,
then recommends similar genre musics according to some
content similarity measures [33]. All CB recommendation
techniques follow the basic principles: a. As much as possible
users’ data resources acquisition; b. Data resources cleaning;
c. Data resources mining; d. Similarity calculation. To calcu-
late the degree of similarity, there are traditional information
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FIGURE 5. The framework of a content-based recommender systems.

retrieval methods, statistical learning and machine learning
methods. The main advantages are user independence, trans-
parency, and new unrated item recommendation, but suffer
new-item problems [34]. A typical CB recommender system
framework is shown in Fig. 5.

2) COLLABORATIVE FILTERING
CF recommendation techniques are based on the idea that
analogous users have analogous demands and interests [35].
These techniques recommend to the active user items that
other user shares similar demands. The similarity of two users
is calculated based on the similarity in users/items historical
interactions, either explicit (e.g., users’ previous ratings) or
implicit feedback (e.g., browsing history). CF can be divided
into two categories: memory-based models and model-based
models. The memory-based models can remember all users’
profiles and recommend similar items to them, or recommend
items that similar users like to them [36]. The model-based
models learn a generalized model from the Matrix of users
and items to fill the blanks, shown in Fig. 6. CF achieves
the best accuracy of predictions about how much someone
is going to enjoy a movie in Netflix Prize, however, it has
sparseness and cold-start problems [6].

3) KNOWLEDGE-BASED RECOMMENDATION
Knowledge-based recommendation techniques offer items
to users based not on users’ ratings history, but specific
knowledge about the users, items and their relationships [37].
It might prompt the user to give a series of rules or guidelines
on what the results should look like or an example of an item.
The system then searches through its database of items and
returns similar results. If you look for a house, for instance,
when you input price, area, location, or how many bedrooms,
etc., the website returns a list of houses based on those
constraints. Hence, these techniques do not suffer ramp-up/
cold-start problem [38].

FIGURE 6. The matrix of different users and items. Each row represent a
user, and each row represent every item in the catalogue.

FIGURE 7. Relationships between different hybrid methods.

4) HYBRID RECOMMENDATION
HR methods hybridize the features of two or more recom-
mendation techniques to overcome the drawbacks of tradi-
tional recommendation techniques and achieve better perfor-
mance [39]. The common HR methods are divided into three
strategies: post-hybrid, mid-hybrid, and pre-hybrid [40].
The post-hybrid combines recommendation results gener-
ated by two or more recommendation techniques to out-
put suggestions based on some combination ways. It is the
combination of the decision level. The mid-hybrid is the
combination of two or more recommendation algorithms at
the model level. For example, the hybrid method combines
CB recommendation algorithm based on CF to mitigate the
sparseness problem. The pre-hybrid directly combines many
recommendation techniques into a uniform model, which
is a feature-level combination. The hybrid methods can be
illustrated as in Fig. 7.

Recently, many advanced recommendation techniques
have been developed to solve more complex problems,
such as fuzzy-based, context aware-based, trust aware-based,
social-network, and deep learning-based, etc. The evolution
of recommender systems is shown as Fig. 8. The advantages
and disadvantages of different recommendation techniques
are shown in Tab. 2.
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TABLE 2. Comparison of different recommendation techniques.

FIGURE 8. Evolution of recommender systems.

C. RECOMMENDER SYSTEMS IN IoT
In the past, the fast growth of the Internet is mainly based
on centralized cloud architecture. The centralized cloud
servers are equipped with powerful computing resources
and massive storage capacity. Meanwhile, a lot of Internet
Technology (IT) companies (e.g., Google, Microsoft, IBM,
Baidu, etc.) provide excellent cloud services, resulting in
most computation, storage, and control done in the cloud
servers [41]. Cloud computing came into being due to invest-
ment from industry and academic. From the cloud provider’s
perspective, cloud computing has advantages such as
resource consolidation, uniform management, and cost-
effective operation [42]. Hence, the most conventional rec-
ommender systems are based on cloud computing, not only
recommendation techniques researches but also systems
applications [43]. For instance, Amazon the world’s largest
online marketplace collects and stores the users browsing
and purchase profiles at the central cloud servers, and the
company investigates a powerful recommender system by
analyzing all users’ profiles to recommend user interested
items.

As various novel emerging services are usually latency-
critical and computation-intensive in the IoT era, the data
continuously generated on a very large-scale from various
sources has four key characteristics, including sparsity, het-
erogeneity, mobility, and volatility. On the one hand, the con-
ventional recommender systems processing services one by
one based on cloud computing are gradually unable to deal
with these emerging services. On the other hand, recom-
mender systems can provide effective and efficient data
mining and decision-making for massive IoT resources and
services [31]. Due to the data challenging characteristics,

FIGURE 9. Edge computing framework.

the recommender systems are mainly facing three problems:
cold-start, exploration and exploitation, and security and pri-
vacy. The two are facing challenges to each other. If these
problems can be solved, the role of the recommender systems
in IoT will be fully utilized. It is desirable to investigate the
novel recommender systems paradigm to proactive discover-
ing and suggestion.

III. FUNDAMENTALS OF EDGE COMPUTING
Edge computing is a novel computing paradigm via push-
ing computation, storage, and network resources from the
remote cloud servers to the network edge servers [44].
Edge computing is a promising technology to mitigate
bottlenecks of conventional cloud computing, such as
backbone network congestion, traffic heavy load, high trans-
mission latency, etc., by releasing the cloud servers pres-
sure to the edge servers to reduce latency and improve the
QoS [45]. Edge computing has been significantly devel-
oped and researched in both industry and academia. This
section will briefly introduce edge computing from the fol-
lowing three aspects: application domains of edge computing,
key issues, and key technologies. The framework is shown
as Fig. 9.
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A. APPLICATION DOMAINS OF EDGE COMPUTING
1) SMART HOME
The smart home (SM) is an ideal lifestyle which can access
all home status via many IoT devices (e.g., temperature sen-
sors, security system, lighting system, etc.) and automatically
control home environment to improve security, convenience,
and comfort [46]. Recently, more and more companies have
launched a wide range of SM devices that are heteroge-
neous. Meanwhile, many of SM devices have serious security
issues [47]. Edge computing becomes a suitable network plat-
form for smart home, due tomeet the requirement that enables
applications to be processed locally through the network [48].
Cao et al. [49] propose an edge operating system for SM and
further discuss challenges.

2) SMART CITY
In 2017, Alphabet builds a high-tech zone named Quayside
and devotes to make as a SC model [50]. Edge computing
has been significantly developed in a smart city to mitigate
the bottlenecks of data processing, such as massive, mobile,
heterogeneous. Edge computing can intelligently control traf-
fic system to ease traffic jams. In the self-driving car, edge
computing can provide real-time vehicle control [51]. The
study in [52] proposes a hands-on demo SC application to
solve people’s movement.

3) SMART FACTORY
As the concept of the smart factory (SF) comes from the
integration of conventional industrial and Internet. It has
higher requirements consisting of low latency, high reli-
ability, high privacy, and massive connectivity [53]. The
Industrial Internet Consortium publishes a white-book and
points out edge computing is a promising solution for
SF [54]. Lots of computation can be executed at the network
edge to shorten delay of industrial applications. Moreover,
edge computing can promote industrial production methods
progress [55].

B. KEY ISSUES AND KEY TECHNOLOGIES
Significant research and development efforts in edge com-
puting aim to improve network efficiency. However, edge
computing has not yet reached a consensus on standardized
architectures, definitions, and protocols. There are still many
key issues should be studied.

1) EDGE COMPUTING ARCHITECTURE
Edge computing can provide software-defined applications
and cloud computing services at the network edge. Edge
computing aims to become the infrastructure with computa-
tion/storage resources to meet various requirements of most
users, instead of individual solution [56]. Especially, edge
computing provides a programmable ecosystem via modular
and open solutions to improve QoS. And service providers
are allowed to collect more users’ information. The study
in [57] introduces the edge computing architecture that can

be classified into Small Cell Cloud, Mobile Micro Clouds,
Fast Moving Personal Cloud, Follow Me Cloud, CONCERT,
and ETSI MEC.

2) COMPUTATION OFFLOADING
Computation-intensive tasks execute at resource-constrained
end-devices, which will consume huge resources and energy.
To mitigate this issue, some tasks can be offloaded from the
end-devices to the network servers to reduce the end-devices
resource consumption and latency [58]. But it is not easily
realized even by edge computing [16]. The main bottleneck
lies in that the task offloading is limited by computing,
communication and caching capacities of the edge servers
as compared with cloud computing, and raises the
optimization problem of server selection and resource allo-
cation. Many academics propose a set of offloading algo-
rithms to optimize delay or resource. Zheng et al. [59]
formulate computation offloading process as a stochastic
game and propose amulti-agent stochastic learning algorithm
to achieve optima offloading decision. Deep reinforcement
learning is the most successful application in computation
offloading [60].

3) EDGE CACHING
Current content delivery technologies can optimize content
transmission service to improve the server’s availability and
reduce latency, but they can not make quick adjustments
based on users’ status. Edge caching dynamically optimizes
content delivery service based on the network status and
wireless channel load [61]. From the user’s perspective, since
the edge servers are deployed at the network edge and are very
close to end-devices, it can combine usermobility and content
access logs to optimize the behavior. There are many existing
works investigating the issues of edge caching. Li et al. [62]
propose the concept of ‘‘Caching-as-a-Service’’ which can
cache anything at anytime, anywhere in the cloud-based
5G mobile systems. Wang et al. [63] investigate the issue
of the edge caching optimization of hierarchical wireless
networks. They propose a Q-learning based distributed con-
tent replacement strategy to satisfy the large-scale real
trace.

4) SERVICE ORCHESTRATION
The edge computing platform is deployed in the mobile
network, resulting in many issues about service orchestra-
tion. Due to the increase of edge nodes in the network
and user mobility, the system becomes more complex to
efficiently manage each edge server resource (computa-
tion/storage). Meanwhile, edge computing should equip with
life-cycle management, in other words, authorize instantia-
tion of third-party applications or terminate application ser-
vice requests on-demand [64]. With the goal of user experi-
ence quality and service reliability, it is essential to orches-
trate the services of the edge computing platform in com-
bination with resource management and service deployment
solutions.
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IV. RECOMMENDER SYSTEMS APPLICATIONS ON EDGE
In general, recommender systems are mainly based on
cloud computing for meeting user’s demands and interests,
since the mature cloud servers provide powerful resources
(e.g., computation, storage, communication, and user data
sources) for complex and heavy computing recommender
systems. However, conventional recommender systems are
gradually unable to meet the requirements of IoT services.
Recently, a novel computing paradigm has been proposed by
pushing computation and storage resources from the central
cloud servers to network edges. Hence, deploying recom-
mender systems applications at the edge servers can perform
some lightweight processing to improve QoS. We present
some applications related to recommender systems and edge
computing as the following.

A. MOBILE VIDEO RECOMMENDATION
Video recommendations can greatly enrich our cultural life,
recommending favorite movies to enjoy life, suggesting
online-courses to learn, and forwarding interesting videos to
relax. However, more and more users are used to watching
videos on mobile devices, not computers, resulting in hardly
discovering users’ demands. Some researchers focus on how
to develop video recommendations for mobile devices [65].
RPME [66] is proposed to relieve the pressure of cloud com-
puting platforms, such as massive equipment requirements
for access, massive data, insufficient bandwidth, and high
power consumption. RPME combines edge computing for
dynamically placing the replicas to improve QoE of users.
Yang et al. [67] investigate a movie recommender system that
can protect the security of movie/video content during trans-
mission. To meet the requirements of movie/video content
transmission delay, they adopt a distributed parallel process-
ing model based on edge computing for movie applications
and services. Meanwhile, they perform the movie adapta-
tion/encoding transforms in edge servers to recommend for
heterogeneous mobile devices. In [68], the study proposes an
edge computing intelligent cache by jointing an innovative
composite recommendation algorithm to streaming media
recommendation. The recommendation algorithm can decide
which media files should be cached at the caching-limited
edge servers for users to reduce latency and improve QoS.

B. ELECTRIC VEHICLE
The EV has been significantly developing due to comfort,
safety, green, and alleviating traffic congestion. Both indus-
try and academia are interested in the development of EV
for the SC [69]. There are several challenges to realize the
intelligent EV, such as charging service, intelligent navi-
gator, and so on. The sustainable charging of EV is cru-
cial and current charging infrastructures is underutilized,
the study in [23] investigates an intelligent EV charging
recommendation based on edge computing supporting archi-
tecture to enhance the utilization of charging infrastructures.
This charging recommendation combines edge computing

and the cloud computing to optimize complex computation.
The edge servers deployed in road side units are designed
as a decentralized edge computing-based information com-
munication technology framework to perform information
caching, aggregation, and lightweight processing. A global
controller based on cloud computing can facilitate the predic-
tion accuracy of the charging availability of charging stations.
Intelligent navigator is a key component in electric vehicle
for suitable human-computer interaction. In [70], a weighted
interest degree recommendation algorithm is proposed by
using association rules to improve the accuracy of recom-
mendation content. Moreover, the recommender systems can
reduce the time of search and screening the massive retrieval
of information.

C. WEB SERVICE RESEARCH
Web service is a basic unit of service computing deployed
in the complex Internet environment. It is a new application
model directly called for decentralized computing and an
effective mechanism for the data and service integration on
the web. Hence, it is important and necessary to research the
new architecture of web services, on the combinations with
other good techniques, and the integration of services [71].
To improve accuracy expression of user preference, the study
in [72] proposes a cultural distance-aware service recommen-
dation algorithm utilizing joint factors of similarity and the
local characteristics of users. They consider that users may be
similar behavior in the same edge server and different users in
other edge servers. So a cultural distance approach expresses
user preference based on edge computing. In [73], Zhou et al.
investigate an intelligent service recommendation method
based on CF in the edge computing environment. To solve
the lack of feedback in the edge environment, they propose an
inverse CF to smooth the cold-start recommendation process.

D. OTHER APPLICATIONS
Current applications about recommender systems on edge
computing are open domains and involve some interesting
researches. Su et al. [12] investigate an edge intelligence
empowered recommender system for enabling cultural her-
itage applications. This system can recommend the tourism
items of cultural heritage, such as specific ruins of an archae-
ological site, sculptures and/or pictures exhibited within a
museum, historical buildings, and famous squares in down-
town, when you travel all over the world. In [27], the study
applies a combination of recommender system and edge
computing to uniquely yours of music. The online social
networks application is purposed based on a collaborative
user-centered framework [74].

V. RECOMMENDATION INFERENCE IN EDGE
To further improve the recommendation accuracy, recom-
mender systems become complex and require larger-scale
users’ profiles. The conventional recommender systems-based
cloud computing with dramatic computation costs can not
cope with the case of IoT. They can not be deployed in
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the edge with limited resources. Meanwhile, there are some
new problems to decrease the accuracy, such as the potential
leakage of user privacy and mobility of user data. Therefore,
recommender systems should be designed sophisticatedly
and further customized to fit in the resource-constrained edge
to meet these new problems.

A. OPTIMIZATION OF RECOMMENDER SYSTEMS
In [72], Wu et al. introduce a cultural distance-aware service
recommendation approach to improve accuracy expression
of user preference. The conventional CF only focuses on
the similarity of the rating matrix, which is not suitable for
services in the edge network environment. They jointly utilize
the similarity, local characteristics and behavior of users to
predict the rating matrix and recommend the services with
higher ration. To overcome the sparsity of the edge server,
the approach also introduces a missing rating prediction
method based on CF. In [75], the study investigates a novel
recommender system based on mobile App data sources for
personalized offers. The system is designed as three steps,
including in data gathering from mobile devices, building
a digital inventory, and creating personalized recommenda-
tions. In creating personalized recommendations, a hybrid
method (collaborative and content-based) is proposed to com-
pute a list of personalized recommendations and feedback to
the device by learning user demands and behavior. However,
this system does not take the privacy problem into account.

Due to the service usage data collected from various
mobile devices and distributed edge platforms, the poten-
tial leakage of user privacy may arise during the recom-
mender systems process. In [76], Gong et al. propose an
improved locality-sensitive hashing-based service recom-
mendation method to protect users; privacy over multiple
quality dimensions during the distributed mobile network.
In [77], Jiang et al. propose a secure friend recommender
system without exposing the actual user behavior but the
anonymous data to protect privacy data. The anonymous data
is from Chinese ISP recording the user browsing behavior.

In [20], Yao et al. introduce the new properties of the
recommender system in IoT and propose a unified probabilis-
tic factor-based framework. By integrating the relationships
between heterogeneous entities of IoT, a hypergraph was
designed to model things’ spatiotemporal correlations. The
spatiotemporal association can generate implicit object asso-
ciations, establish an IoT experimental platform, and verify
the possibility and efficacy of the method. A large amount
of IoT data from polyphase data initiators were converged
and transmitted to online or offline systems, which resulted in
increased intricacy of data storage and query, whichwas espe-
cially suitable for spatiotemporal data handling via online or
offline systems.

To further improve QoS of edge computing with changing
attributes, the study in [78] proposes a context-aware multi-
QoS prediction method combining the QoS attributes and
three contextual factors (i.e., task type, task volume, ser-
vice workload) for services computing in edge computing.

The service workload is predicted by an optimized support
vector machine.

B. PARTIAL OFFLOADING OF RECOMMENDER SYSTEMS
Matrix factorization is an efficient approach for CF due to
good performance on processing sparse matrices and pre-
diction accuracy. But its computation complexity and model
training take lots of time and resources, so it only is deployed
at the cloud server, which results in many issues about user
privacy and updating the model with new QoS information.
Meanwhile, there are many other problems that the algorithm
is deployed at the cloud server rather than at the edge server,
which leads to more failures in a dynamic service network.
To meet these problems, the study in [79] investigates a
stacked autoencoder with dropout on a deep edge comput-
ing framework. Comparing conventional matrix factorization
methods, the proposed method is a dramatic reduction in
training time. Hence, it can be deployed at the edge server
and maintain good performance in service compositions.

VI. EDGE COMPUTING FOR RECOMMENDER SYSTEMS
Extensive deployment of recommender systems, especially
mobile network services recommendation, require shorter
response time and higher performance. These systems need
the support of edge computing, including the data man-
agement level, the control level, the system architecture
level, optimization of edge software. The current research
mainly focuses on the following four directions: 1) Allevi-
ating mobility; 2) Protecting Privacy; 3) Reducing latency;
4) Managing Data.

A. ALLEVIATING MOBILITY
In the mobile network, the mobility is the inherent attribute
of users, which decreases the accuracy of QoS prediction.
In [14], Wang et al. propose a service recommendation
method based on CF for QoS prediction. They utilize the
fact that users invoke different edge services in dynamically
changing locations. The edge computing can transmit the user
profile between different edge servers to solve user mobility
problem. They design a hybrid dataset of the Shanghai Tele-
com andWSDream to prove the effectiveness of the proposed
method. In [27], the study proposes content-oriented caching
based on a recommendation approach for wireless communi-
cations. To solve user mobility and the randomness of contact
duration, they design an AI-based approach to predict where
content is cached.

B. PROTECTING PRIVACY
Many companies provide different cloud services based on
own cloud platforms, however, they are reluctant to share
the original data due to privacy concerns. Privacy pro-
tection is fundamental and paramount for a good recom-
mender system. In [80], Zhou et al. propose a tree-based
privacy-preserving and trustworthy distributed multimedia
contents retrieval system. In [81], Qi et al. propose a dis-
tributed locality-sensitive hashing-based method for service
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recommendation. The distributed user data is processed by
distributed locality-sensitive hashing in different edge servers
to protect privacy. In [82], the study investigates a novel
time-aware and privacy-preserving service recommendation
approach based on LSH.

C. REDUCING LATENCY
Service latency is the main factor that affects QoS and QoE
of the user. Edge computing is an effective paradigm to guar-
antee the high efficiency requirement of transmission delay.
In [67], Yang et al. design a multimedia recommendation and
transmission system. To improve QoS of multimedia service,
they design an edge computing framework between the cloud
data center and user devices to store and transmit multimedia
data. Due to the edge servers closer to user, it significantly
achieves a shorter latency. In [83], Wu et al. investigate
an online media recommendation solution applied in real-
life. Their system is significantly improved in training and
execution by pushing partial machine learning procedures to
the edge-cloud testbed.

D. MANAGING DATA
In the era of IoT, the data sources are complexity and variety
with the main four features (sparsity, heterogeneity, mobility,
volatility). The conventional recommender systems based on
cloud computing can not efficiently analyze the massive data.
To cope with collection and analysis of distributed and het-
erogeneous data sources, Su et al. [12] propose an advanced
data management technique based on an edge intelligence
paradigm. They exploit jointly recommendation techniques
and edge artificial intelligence facilities to improve data man-
agement and accuracy. In [84], the study proposes a health-
care management system to recommend healthcare services,
which can process massive amounts of data using model
transformations.

VII. RECOMMENDER SYSTEMS FOR EDGE COMPUTING
More and more users are used to acquiring service content
through mobile devices. The proliferation of users and con-
tentsmakes the backbone network congestion of conventional
cloud computing. Edge computing is a promising paradigm
to reduce the transmission delay in the era of IoT, where
contents are cached at edge servers close to users. How-
ever, it is not easy to realize edge caching under massive
content analytics. 1) What contents should be cached? It is
important but difficult to choose contents cached with the
constraint of the capacity of the edge server cache. 2) How to
make a caching strategy? Due to the data volume of contents
cached at the edge server, it becomes complex to recommend
user-preferred contents and clear useless contents. The rec-
ommender systems are key solutions to overcoming infor-
mation retrieval challenges. It can dramatically support edge
caching in edge computing. However, there is a phenomenal
conflict that the goal of edge computing and recommender
system is not the same. The edge caching seeks to maximize
all users’ demands, but the recommender systems focus on

individual user’s demand. There are two optimization strate-
gies: human-driven and social-driven.

A. HUMAN-DRIVEN STRATEGY
In [85], the study investigates a userspace customized rec-
ommendation service platform. To directly improve QoE of
user, the edge caching integrates the recommender systems
which can select the user preferred items to reduce service
request time. However, the study only proposes a platform,
without theoretical research and experimental verification.
In [86], Pu et al. advocate content retrieval at the edge servers
to overcome the problem of explosive growth of mobile data
traffic. They propose a social-aware named data framework
with Friendship Circle by searching high content similarity
to improve delivery ration and reduce average delay.

In [87], Bai et al. propose a novel hyper-graph framework
to enhance the benefit of lowering energy consumption and
improving QoE of users. The framework takes social ties
among users and common interests into consideration for
devices caching based D2D communication scheme. The
interest similarity impact includes multi-dimensional and
user’s demand, a clustering and recommender system func-
tionality is designed to mitigate the impact and enrich the
accuracy of user mobility analysis.

In [66], Tang et al. investigate an effective replica place-
ment mechanism for mobile media streaming in edge com-
puting with the constraints of the capacity of edge servers
caching and the service capacity of the requested replica. The
optimization goal of this mechanism is to improve recom-
mendation accuracy. They utilize the user information and
the user-item ratingmatrix to cluster the users, then generate a
replica recommendation sequence. This mechanism performs
well in load balancing. reducing the average response delay,
and improving QoS.

B. SOCIAL-DRIVEN STRATEGY
In [88], the study early studies the impact of vehicular traffic
demand on 5G caching architectures. They aim at maximiz-
ing the cache size and research that network topology and
caching architecture have the largest impact on the total cache
size, including in individual base stations, base station rings,
aggregation-layer pods, and core-layer switches. However,
they do not deeply study the recommender system in edge
caching. The user demand information is given by track of
the popularity of each content item within each cell.

In [92], Liu et al. investigate the content caching and rec-
ommendation at base stations to maximize the caching gain
based on the successful offloading probability. To guarantee
QoS and QoE of users, a model is proposed to capture the
impact of user’ interests. A hierarchical iterative algorithm
is proposed to solve the integer programming problem with
fixed-threshold. To push content from base stations to users,
they investigate the proactive caching at mobile devices to
recommend personalized content to user [93]. They optimize
jointly content pushing and recommendation to maximize
the net profit of a mobile network operator. They propose a
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TABLE 3. Related datasets supporting further research of the recommender systems and edge computing.

reinforcement learning framework to learn user performance.
However, solving the joint problemwith reinforcement learn-
ing will cause the curse of dimensionality. To circumvent the
problem, two reinforcement learning models are designed.

There is a small population of user and the local population
of edge servers in content edge caching. Two questions need
to be considered: 1) how to determine the local population
of edge server by the small population of user? 2) how to
accurately predict the local population of the next period?
In [94], Guo et al. investigate an edge caching with a recom-
mendation at the base station, and the optimization problem
is to maximize cache efficiency whereas not violating user
preference. They propose a temporal-spatial recommendation
policy with deep reinforcement learning to guide users to
access the preferred content in proper time and place.

Due to the user mobility, the current edge server serving
a user may not store the requested content, but nearby edge
servers can meet user’s requirement. Hence, the study in [89]
investigates collaborative edge caching with recommender

system to improve the performance of edge servers. They
propose the concept of soft cache hits to satisfy the user
instead satisfy every possible user request. A generic model
for mobile edge caching with soft cache hits is proposed to
capture more substitution devices. Meanwhile, they prove
the optimal problem of edge caching is NP-hard, and effi-
cient approximation algorithms solve this problem. The study
in [91] proposes a simpler heuristic algorithm to solve the
NP-hard problem.

VIII. DATASET ANALYSIS
There are many public datasets that can be used for interdis-
ciplinary research of recommender systems and edge com-
puting. To facilitate further research, we collect and summa-
rize some datasets for those researchers, practitioners, and
tap into the richness of this interdisciplinary research area,
shown in Tab. 3. The Tab. 3 provides detail information
on some commonly used datasets, consisting of name, link,
description, and reference. We provide some short comments
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such as advantages and disadvantages, and these notions
can help novices quickly determine which dataset is suit-
able for further research. Most datasets contain relationship
between users and contents and are used for edge caching,
e.g., YFCC100M [80], YouTube [89],WS-DREAM [76], etc.
Meanwhile, some datasets can be used for recommender sys-
tems research in edge computing environment. Researchers
can mix design and use these datasets according to their
research problems. In summary, how to design the dataset for
research is still an open issue.

IX. FUTURE DIRECTIONS
In retrospect of the convergence of recommender systems and
edge computing, we discuss issues related to future research
to identify unsolved issues and envision several promising
directions.

A. MORE PROMISING APPLICATIONS
Compared to the conventional recommender systems being
applied to various domains, the recommender system based
on edge computing is emerging. The applications mainly
focus on a small part of the smart city, such as the mobile
phone and the electric vehicle. There are many promising
applications not dabbled yet, such as the smart home and
the smart factory. The smart home contains a lot of recom-
mendations and is worth being deeply studied. In the smart
home, various sensors can collect comprehensive information
about user and environment. The information is analyzed
at nearby edge nodes to protect user privacy and deeply
mine user’s behavior. All smart IoT devices are controlled
by the recommender systems to generate comfortable living
conditions. Besides, the research on the recommendation of
the smart city should be deepened to improve convenience.
In the smart factory, manufacturing systems usually have
many problems, such as excessive item retrieval, redundant
information, and time-consumingmanual screening [95]. The
combination of the recommender system and edge computing
is a promising solution to meet manufacturing requirements
and reduce delay.

B. DISTRIBUTED RECOMMENDER SYSTEMS
With the development of communication technology, more
and more data are collected from distributed devices and
require considerable efforts to be aggregated for centralized
analysis [96]. Many studies have investigated the optimiza-
tion of the recommender systems in the mobile edge network.
The trend is to deploy the recommendation algorithms run
on edge servers or end-devices (e.g., smartphones and smart
IoT devices) to provide context-aware services other than
a centralized server. Therefore, how to offload the partial
distributed recommender system to different edge servers is
an open issue. The entire system runs onmultiple edge servers
instead of a central server. Under this circumstance, the rec-
ommender system needs to simultaneously support massive
edge devices. How to improve the scalability of the system is
a question worth considering. Meanwhile, the hardware and

software architectures should also be developed to support the
novel distributed recommender system deployment.

C. ADVANCED EDGE COMPUTING
Deep learning has been extensively used for various tasks
including items recommendation in recommender sys-
tems [4] and computation offloading in edge computing [97].
However, there are few studies on the convergence of two
domains based on deep learning. Deep learning emerges and
draws increasing attention on various occasions for three
main reasons. As the data become more complex, there is a
pressing need to analyze data that cannot be easily understood
by humans. It could also be impossible for the human to man-
ually extract and define the features to train a model. Another
aspect that relationships between humans and devices are
getting closer and fuzzy. How to bridge this gap between
end-users and devices is a key problem. The last reason is that
edge computing has two bottlenecks about task offload and
edge caching. And two bottlenecks become more and more
complex to achieve an optimal strategy. Hence, the advanced
edge computing based on deep learning for the recom-
mender system should be investigated to meet the above
challenges [98].

X. CONCLUSION
Edge computing and recommender systems, as promising
solutions for the era of big data, are expected to support each
other and improve the QoS. Both recommender systems and
edge computing are ongoing hot research topics in recent
years. In this paper, we provided a comprehensive review of
the most notable works about recommender systems in the
mobile edge network. We highlighted the unique challenges
of the recommender systems brought by the edge environ-
ment and proposed a classification scheme for organizing and
clustering existing publications. Additionally, we discussed
issues related to future research to identify unsolved issues
and envisioned several promising directions. To facilitate
further research, we summarized the information of related
datasets. As the edge computing becomes common and pow-
erful, the recommender systems based on edge computing
will play an important role. The goal of this survey is to pro-
vide readers a quick grasp of state-of-the-art and promising
research to cause widespread concerns and discussions.
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