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ABSTRACT This paper proposes a neural generative architecture, namely NLDT, to generate a natural
language short text describing a table which has formal structure and valuable information. Specifically,
the architecture maps fields and values of a table to continuous vectors and then generates a natural language
description by leveraging the semantics of a table. The NLDT architecture adopts a two-level neural model
to make the most of the structure of a table to fully express the relationship between contents. To deal
with the problem of out-of-vocabulary, this paper develops a simple and fast word-conversion method that
replaces rare words appearing in texts with common field information in tables and directly replicates
contents from table to the output sequence according to the field information. Besides, this paper adds the
concept of theme to adapt the NLDT architecture to open domain and improves beam search algorithm
to strengthen the results in the inference stage. On the WEATHERGOV dataset, the NLDT architecture
improves the state-of-the-art BLEU-4 score from 61.01 to 62.89 and the current state-of-the-art F1 score from
73.21 to 78. On the WIKIBIO and WIKITABLE datasets, the NLDT architecture achieves a BLEU-4 score
of 45.77 and 38.71 respectively which also outperform the state-of-the-art approaches. Furthermore, this
paper introduces a Chinese dataset WIKIBIOCN including 33,244 biographies with corresponding tables.
On the WIKIBIOCN dataset, the NLDT architecture achieves a BLEU-4 score of 38.87 and fairly good
manual evaluation.

INDEX TERMS Table-to-text generation, NLDT, neural model, beam search, natural language generation,
artificial intelligence.

I. INTRODUCTION
In general, tables have a formal structure that contains a set
of records made up of fields (also known as properties) and
values (also known as cells). Describing tables in natural
language is very important in artificial intelligence to sup-
port some applications such as search engine and question
answering system. Generating natural language descriptions
from tables, also known as table-to-text generation, belongs
to data-to-text generation in natural language generation. The
aim is to help people better understand tables, especially those
with complex data, such as weather data and medical data.

To achieve this task, the three main difficulties are how to
reflect the structure of the table, how to express the relevance
between the table and the text, and how to solve the rare words
in the text. Different tables have different structures and char-
acteristics. For example, each table in WEATHERGOV [1]
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consists of 36 predefined records in a fixed format, and words
in the text rarely appear in the tables which are full of num-
bers and abbreviations. WIKIBIO [2] has a more complex
structure, more types of fields and a very large vocabulary
of text, totaling 400,000+ words. WIKITABLETEXT [3]
is an open domain dataset containing 13,318 interpreted
statements for 4962 tables. Therefore, a table representation
method is needed to better express the contents of the table
and reflect its characteristics. There are many contents in
the table, but they appear very little in the text, so a good
model is needed to express the relevance between the table
and the text, and simulate the generation process from the
table to the text. Some rare words often appearing in the
text, such as name, region, etc. which usually also appear
in the table, but not in the vocabulary whose size is limited
that is called out-of-vocabulary. Copying words from the
table to replace the unknown words in the output text is one
way to solve the problem, but the copy may not be accurate
enough.
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This paper introduces an architecture generating natural
language descriptions from tables (NLDT) to conquer the
aforementioned difficulties. The proposed NLDT architec-
ture consists of three parts: table preprocessing, two-level
neural model and a word-conversion method. The purpose
of table preprocessing is better expression of table content
according to its characteristics, such as adding field types
to numbers which may indicate temperature or rainfall. The
two-level neural model based on seq2seq which is in an
encoder-decoder framework is adopted to make full use of
the table structure and express the relevance within tables
and between tables and text. The encoder is responsible
for transforming the processed table into continuous vector,
and coding according to the content and structure of the
table. The decoder is responsible for generating the text
sequence according to the encoding result. Then using the
word-conversion method designed by this paper locates and
replaces the words in the output text that need to be replaced
with the words in the table more accurately and quickly.

Besides, the table and text in different domains have differ-
ent attributes and different text sequences respectively. So to
adapt NLDT to open domain, the concept of theme is added to
themodel. In addition, the beam search algorithm is improved
for gaining better results in the inference stage. Furthermore,
this paper conducts and releases a Chinese dataset, WIK-
IBIOCN, and hope that it can offer opportunities to further
research in this area, especially in Chinese.

Experiments are carried out on four datasets to verify
the effectiveness of the NLDT architecture. On WIKIBIO
and WIKITABLETEXT, NLDT improves the state-of-the-
art BLEU-4 score from 44.89 to 45.77 and 38.23 to 38.71,
respectively. OnWEATHERGOV, NLDT improves the state-
of-the-art BLEU-4 score from 61.01 to 62.89, and the state-
of-the-art F1 score from 73.21 to 78.00. On theWIKIBIOCN,
NLDT achieves the BLEU-4 scores of 38.87 and fairly good
manual evaluation.

This paper is an extended version of our earlier works
[4] and [5]. Reference [4] introduced a two-level model for
table-to-text generation and [5] improved the model for open
domain. This paper integrates the two with other methods
to form a complete and relatively mature architecture, and
greatly strengthens the interpretation and analysis. Specif-
ically, this paper extends Section II for better comparison
with previous work. This paper integrates the task of table-
to-generation for single domain and open domain and adds a
lot of method details in Section III and Section IV. In addition,
this paper greatly strengthens the comparison and analy-
sis of the experimental results in Section V. Moreover, this
paper introduces a Chinese dataset WIKIBIOCN and con-
ducts experiments on it with automatic evaluation andmanual
evaluation.

II. RELATED WORK
Without using neural network approaches, most works divide
data-to-text generation task into two subtasks: content selec-
tion and surface realization. The purpose of content selection

is to select relevant records from a table for discussion,
whereas surface realization is to describe these records in
natural language. These two subtasks can be accomplished
with two separate modules. In terms of content selection, [6]
proposed a method that allocates aligning records and sen-
tences as a collective classification problem and [1] proposed
a generative hierarchical semi-Markov method that aligns
sequences with relevant records and then generates texts
from these records. For surface realization, early works used
templates [7] or statistically learning models, such as proba-
bilistic context-free grammars [8] and language models [9],
with hand-crafted features or rules. Generally, these works
above are difficult in capturing the complexity of language.

In recent years, neural network plays an increasingly
important role in NLG (Natural Language Generation). The
neural encoder-decoder framework with attention mecha-
nisms is widely used in many NLG tasks, such as neural
machine translation [10] and video captioning [11], [12].
Recent progress has been made in using attention based
encoder-decoder framework for table-to-text generation in
which an input is encoded to a vector embedding, and then
decoded to an output string of words using RNNs (Recur-
rent Neural Network). Although RNN is suitable to model
variable length of text, including very long sentences, para-
graphs and even documents [13], experiments on generating
long texts from tables in [14] shows challenges in data-to-
text generation and most of the work focuses on generating
short texts from tables. Reference [15] proposed a seq2seq
model with aligner between records and texts. The model
is not capable to represent the tables with complex struc-
ture because it uses one-hot encoding as the structure is
relatively simple. The approach of [2] is based on a con-
ditional language model that is not suitable for long-range
dependencies. Reference [16] introduced an order-planning
text generation model to capture the relationship between
different fields and used such relationship to make the gen-
erated text more fluent and smooth. Reference [17] trained
a recurrent neural network seq2seq model with attention to
select facts and generate textual summaries. Reference [18]
used a fused bifocal attention mechanism which exploits
and combines this micro and macro level information and
a gated orthogonalization mechanism which tries to ensure
that a field is remembered for a few time steps and then
forgotten, and got different results on datasets in different lan-
guages such as English, French and German. Reference [19]
proposed a neural generation system using a hidden semi-
markovmodel (HSMM) decoder, which learns latent, discrete
templates jointly with learning to generate and this model
learns useful templates which make generation both more
interpretable and controllable. Reference [20] interpreted the
structured data as a corrupt representation of the desired
output and used a denoising auto-encoder to reconstruct the
sentence. Reference [21] proposed a neural network archi-
tecture equipped with copy actions that learns to generate
single-sentence and comprehensible textual summaries from
Wikidata triples which was mainly designed for open-domain
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Wikipedia in different languages. A structure-aware seq2seq
learning method in [22] and a table-aware seq2seq learning
method in [3] are both taking into account the table structure
and use copying mechanism to enhance the result, but [3]
relies on a powerful copy mechanism to deal with the OOV
problem and [22] ignores the effect of the fields. The work
in this paper makes full use of the table structure and a fast
word-conversion method help enhance copying mechanism
greatly.

III. TASK FORMALIZATION
In this paper, the table-to-text generation is modeled as an
encoder-decoder framework which takes a table as input and
generates an intermediate description of the table and a word
conversion process which converts the intermediate descrip-
tion to the final natural language output text.

The given table T can be viewed as a combination of n
field-value records {R1,R2, · · · ,Rn}. Each record Ri consists
of a field fi and a sequence of values {d i1, d

i
2, · · · , d

i
m} and

the field fi is redefined as {f i1, f
i
2, · · · , f

i
m} for one-to-one

correspondence with values. The table-to-text generation is
formulated as an inference over a probabilistic model. The
goal of the inference is to generate a sequence u∗1:p which
maximizes P(u1:p|R1:n) as shown in (1). The intermediate
generated description S ′ for table T which contains p tokens
{u1, u2, · · · , up} with ut being the intermediate output word
at time t .

u∗1:p = argmax
u1:p

p∏
t=1

P (ut |u0:t−1,R1:n) (1)

There are three main types of the intermediate output
words: field type, unknown word and vocabulary type, which
individually identified by special markers. The final gen-
erated description S for table T which contains p tokens
{w1,w2, · · · ,wp} with wt being the final output word at time
t . The corresponding relationship betweenwt and ut is shown
in (2) which means w∗t be transformed from u∗t that if u

∗
t is a

field type and can be found in fields of the table such as a
field f kj ,w

∗
t is set to the value dkj corresponding to the field

f kj , or if u
∗
t is a vocabulary type, w∗t is set to u

∗
t itself, or else

w∗t is copied from table according to u∗t .

w∗t =


dkj , if u∗t = f kj
u∗t , if u∗t ∈ Vw
copy(u∗t ), others

(2)

IV. ARCHITECTURE: NATURAL LANGUAGE DESCRIPTION
FROM TABLE
A. NLDT
The overall diagram of NLDT is shown in Fig. 1. It includes
embedding, encoding, decoding and word conversion.

The input of the NLDT is a table which includes a series
of field-value pairs. Then after embedding, encoding and
decoding, it outputs an intermediate text including three
types of words. Finally, NLDT outputs the natural language

FIGURE 1. The overall diagram of NLDT.

TABLE 1. An example of input and output in WIKIBIO.

text through word conversion from the intermediate text.
Table 1 represents an example of input and output text in
WIKIBIO using NLDT.

1) EMBEDDING
A table can be thought of as a set of field-value records,
in which the values are sequences or segments of words
corresponding to certain fields. The representation of a table
consists of word embedding, field embedding and position
embedding. Word embedding w_d refers to words in the
value content. Field embedding f _d embeds fields corre-
sponding to words in the value content. Position embedding
p_d refers to the position corresponding to the word in the
value content. The position information is represented as
a tuple (p_d+, p_d−) which includes the positions of the
token d counted from the beginning and the end of the field
respectively. Therefore, the united embedding as a key point
to label each word in the field content is defined as a triple:

z_d = {f _d ;p_d+;p_d−} (3)
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If one value always has only one word, the position
information can be omitted. So p_d is not always necessary.
When there is no position information, z_d is defined as f _d .
In the training stage, word embedding, field embedding

and position embedding are all randomly initialized.

2) ENCODER
In this paper, the relations between words and fields, between
words and between fields are all considered to be very
important, so NLDT adopts a two-level LSTM-RNN (Long
Short-Term Memory, Recurrent Neural Network) encoder.
LSTM-RNN uses a vector of cell state and a set of element-
wise multiplication gates to control how information is
stored, forgotten and exploited inside the network. Following
the design of an LSTM cell in [23], the two-level encoder
is defined by following equations that specifically the field-
level encoder is defined from (4) to (7), and the value-level
encoder is defined from (8) to (11).

izt
f zt
ozt
ĉzt

 =

sigmoid
sigmoid
sigmoid
tanh

W z
4n,2n

(
z_dt
hzt−1

)
(4)

(
lzt

w_d̂t

)
=

(
sigmoid
tanh

)
W z

2n,n (w_dt) (5)

czt = f zt � c
z
t−1 + i

z
t � ĉ

z
t + l

z
t � w_d̂t (6)

hzt = ozt � tanh(czt ) (7)

At the field level, the encoder mainly focuses on the influ-
ence between fields and the influence of values on fields, so it
encodes each united embedding z_dj together with its word
embedding w_dj into the hidden state h

z
j .

idt
f dt
odt
ĉdt

 =

sigmoid
sigmoid
sigmoid
tanh

W d
4n,2n

(
w_dt
hdt−1

)
(8)

(
ldt
f _d̂t

)
=

(
sigmoid
tanh

)
W d

2n,n (f _dt) (9)

cdt = f dt � c
d
t−1 + i

d
t � ĉ

d
t + l

d
t � f _d̂t (10)

hdt = odt � tanh(cdt ) (11)

At the value level, the encoder mainly focuses on the influ-
ence between values and the influence of fields on values,
so it encodes eachword embedding z_dj together with its field
embedding f _dj into the hidden state hdj .

3) DECODER
In decoder, a two-level LSTM-RNN with attention is used
to generate the intermediate description. As defined in the
(2), the generated token ut at time t in the decoder is pre-
dicted based on all previously generated tokens u<t before
ut , and the two-level encoder hidden states H z

= {hzt }
L
t=1 and

Hd
= {hdt }

L
t=1. The two-level decoder includes a field-level

decoder and a value-level decoder. The field-level decoder

uses attention azt to compute the relevance between the field-
level encoder states H z and the field-level decoder state szt .
The word-level decoder uses attention adt to compute the
relevance between the word-level encoder states Hd and the
word decoder state sdt at time t . To be more specific:

P(ut |H z,Hd , u<t ) = softmax(Ws[gzt , g
d
t ]) (12)

gzt = tanh(W z
t [s

z
t , a

z
t ]) (13)

gdt = tanh(W
d
t [s

d
t , a

d
t ]) (14)

szt = LSTM(ut−1, s
z
t−1) (15)

sdt = LSTM(ut−1, sdt−1) (16)

azti =
eg(s

z
t ,h

z
i )∑N

j=1 e
g(szt ,h

z
j )
;azt =

L∑
i=1

aztih
z
i (17)

adti =
eg(s

d
t ,h

d
i )∑N

j=1 e
g(sdt ,h

d
j )
;adt =

L∑
i=1

adtih
d
i (18)

g(szt , h
z
i ) = tanh(W z

ph
z
i )� tanh(W z

qs
z
t ) (19)

g(sdt , h
d
i ) = tanh(W d

p h
d
i )� tanh(W d

q s
d
t ) (20)

According to (19) and (20), dot product is used to measure
the similarity between szt and h

z
i , and between sdt and hdi . Ws,

W z
t , W

d
t , W

z
p , W

z
q , W

d
p and W d

q are all model parameters.

4) WORD CONVERSION
Words in a text always come from the corresponding table.
Most of these words appear infrequently in other texts, but
their fields more likely occur frequently. This paper makes
use of the field information to replace the rare words in texts
to improve the accuracy of generation. In the training stage,
if the words in texts also appear in the value contents of their
corresponding tables, their field information and position
information form new words of field type which is one kind
of words in intermediate texts. The words not appearing in
corresponding tables are marked with a special symbol as
vocabulary type in intermediate texts. Taking WIKIBIO as
an example, if the word in the text appears in the table, its
field name and position of occurrence in the value content are
recorded, and then the word w is replaced with a new word u
consisting of the field name plus the position (e.g., name_1).
If the word w is not in the table, a number like zero is added
to the back of the word as a new word u (e.g., born_0). These
newwords form a new text S ′ used by the decoder for training.
The vocabulary constituted by newwords of texts is the target
vocabulary in decoder.

The last step is word conversion from the intermediate
output in decoder. The generated tokens in the intermediate
output can be divided into three kinds. One kind ends with
zero representing it is not in the table, so the final word is
just need to be extracted part from it (e.g., born_0 -> born).
The second kind ends with nonzero meaning it appears in the
table, so the field name and position are extracted from it,
then searching the word in the table based on its field and
position (e.g., name_1 -> name and 1 -> John). If not found,
the word is treated as an unknown token (UNK) which is the
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third kind. UNK is replaced with the most relevant token in
the corresponding table according to the related field-level
attention matrix.

After word conversion, The final natural language text is
obtained. Through reprocessing text in the training and word
conversion, it not only accelerates the convergence speed of
training, but also alleviates the OOV problem greatly.

B. NLDT +

In order to adapt to open domain, this paper designs NLDT+
by adding the theme concept to NLDT. A theme is the center
of a text or the category of objects that are described, such
as characters, television dramas, competitions or nationali-
ties. If the theme is not explicitly given in the table, it is
difficult to know. So how is the theme of the text deter-
mined? Firstly, the text of different domains has different
word sequences. In addition, the table fields corresponding
to different domains are also very different, such as the date
of birth of the characters, the date of broadcast of the TV
series, the score of the competition, and so on. In this paper,
the theme is represented by the encoded result which becomes
the initial state of the decoder and is added to the decoding
process, specifically changing (13) and (14) to (21) and (22).

gzt = tanh(W z
t [s

z
t , a

z
t , s

z
0]) (21)

gdt = tanh(W d
t [s

d
t , a

d
t , s

d
0 ]) (22)

C. BEAM SEARCH
In the inference stage, beam search is used to find better
results. The width of beam search k represents the number of
candidate results. Theoretically, the larger k is, the better the
result is, but the computational complexity will also increase.
Because the length of the sequence will affect the results
of beam search, length normalization is usually used. In the
experiment, it is not good to choose the first candidate as
the final result directly. In the process of beam search, rather
than the length, the probability of words is a more important
impact factor for which word to be chosen next. In the end
of beam search, length needs to be taken into account to pick
the best one sentence from the candidates and the influence
of length is greater. In order to reduce the influence of length,
this paper introduces two-stage length normalization in the

TABLE 2. Characteristics of four datasets.

process and at the end of beam search, respectively. Some-
times, the coverage of table content in text content is also very
important which means how much table information a text
can described. Therefore, combining the two aspects forms
an improved algorithm. The equations are as follows:

S(Y |X ) =
lp+ cp
|Y |γ

(23)

lp =
P(Y |X )
|Y |α2

(24)

cp = β∗

∑|X |
i=1log (min(

∑|Y |
j=1a

z
i,j,1.0)+min(

∑|Y |
j=1 a

d
i,j,1.0))

|X | ∗ |Y |
(25)

P(Y |X )

=argmax
1
T a1y

∑Ty

t=1
logP(y<t>|x, y<1>, · · · , y<t−1>)

(26)

The two-stage length normalization occurs in beam search
process and at the end of beam search, respectively. In the
process of beam search, the length normalization is defined in
(26) that α1 is the corresponding length normalization factor
and P(Y |X ) is the probability obtained by beam search with
the first-stage length normalization. If α1 is larger, the influ-
ence of length on probability is smaller. The second-stage
length normalization is defined in (24) that α2 is the corre-
sponding length normalization factor and lp represents the
result of the second-stage length normalization to the prob-
ability of candidate result in the end of beam search. If α1 <
α2, the effect of length during beam search will be larger
than that in the end of beam search which is also proven to
yield better results. In (25), cp is defined as the extent of the
coverage of table content in text content that β is a factor
deciding the importance of the coverage which is calculated
from attention result azi,j at the field level and a

d
i,j at the value

level during decoding. In (23), S(Y |X ) represents the final
score combining the two parts lp and cp. Then the candidate
result with the highest score is picked as the final output. This
paper uses greedy search in the training and beam search in
the testing.

V. EXPERIMENTS
This section presents experiments on four datasets: WEATH-
ERGOV, WIKIBIO, WIKITABLETEXT, and WIKIBIOCN.
These four datasets have their own characteristics as shown
in Table 2.

A. EXPERIMENT ON WEATHERGOV
1) DATASET
WEATHERGOV introduced by [1] consists of 29,528 sce-
narios, each with a table containing corresponding 36 records
(e.g., temperature, wind direction etc.) paired with a natural
language forecasts (28.7 avg. word length) for 3,753 cities
in the U.S.A over three days. The values of table are either
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TABLE 3. Parameter settings on WEATHERGOV.

TABLE 4. BLEU-4 and F1 on WEATHERGOV.

numbers or pre-defined categories and the records contain 12
types. The experiment uses WEATHERGOV training, devel-
opment, and test splits of size 25,000, 1,000 and 3,528,
respectively.

2) SETTING
Due to the vocabulary of this dataset is totally less than 400
words, all words and fields from the table of the training
set are taken as the source word vocabulary and the field
vocabulary respectively in encoder, and all reprocessed words
from the sentence of the training set are taken as the target
word vocabulary in decoder.

In addition, every value has only one word, so the number
of position is set 0 or 1, and every value in table is added
with its record type (e.g. temperature_30). The initial learning
rate is 0.001 with using adam optimizer. This experiment
adopts greedy search in the inference stage. The other model
parameters are displayed in Table 3.

3) RESULT
This experiment has gone through sixteen epochs altogether.
The generation quality is assessed automatically with BLEU-
4 and F1 measure. Table 4 compares the test result against
previous methods that include two non-neural network mod-
els KL [24] and AKL [9], and a neural network model MBW
[15] that is an improved attention model with additional
regularized terms.

The values of the table in WEATHERGOV are mostly
numerical values or fixed patterns like ‘S’ and ‘SC’. The
numbers under different environments such as ‘temperature’
and ‘windSpeed’ have different meanings. So it is difficult to
put all numbers of all types into the vocabulary. But through
the word conversion, the required values can be accurately
found in the table by NLDT after a large quantity of training.
A sample of table, reference text and generated text is shown
in Fig. 2 that the number ‘23’ is corresponding to the max
number of gust.

B. EXPERIMENT ON WIKIBIO
1) DATASET
WIKIBIO is introduced by [2] for generating biography from
an infobox. An infobox can be viewed as a table with a set of

FIGURE 2. Sample table and reference text (R) chosen from
WEATHERGOV and corresponding generated text (G) by NLDT.

TABLE 5. Parameter settings on WIKIBIO.

field-value records. WIKIBIO contains 728,321 articles from
English Wikipedia (Sep 2015). The dataset extracts the first
sentence of each biography article as reference. On average,
every sentence has 26.1 tokens of which 9.5 tokens occur in
the table and every table has 53.1 tokens and 19.7 fields. The
corpus has been divided into training (80%), testing (10%)
and validation (10%) sets.

2) SETTING
In encoder, 15,093 words occurring more than 100 times and
3,004 fields occurring more than 10 times from the table of
the training set are selected as the source word vocabulary
and the field vocabulary respectively. In decoder, the most
frequent 20,000 reprocessed words from the sentence of the
training set are selected as the target word vocabulary.

In addition, empty fields are filtered and the position num-
ber is restricted to 50. The initial learning rate is 0.001 with
using adam optimizer. In the inference stage, this experiment
adopts greedy search in training and beam search (two-stage
length normalization) with the beam size k = 6 and the length
penalty α1 = 0.5 and α2 = 1.0 in testing. The other model
parameters are displayed in Table 5.

3) RESULT
This experiment has gone through five epochs altogether. The
generation quality is assessed automatically with BLEU-4.
Table 6 shows the results of comparisons of various models
on WIKIBIO.

Table NLM introduced by [2] includes local and global
conditioning over the table by integrating related field and
position embedding into the table representation.

MBW introduced by [15] uses an improved attention
model with additional regularized terms which influence the
weights assigned to the fields.
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TABLE 6. BLEU-4 on WIKIBIO.

Basic Seq2seq introduced by [25] is a simple basic encode-
decode model with a copying mechanism.

Table2Seq introduced by [3] is a neural generative model
that maps a table to continuous vectors and then generates a
natural language sentence by leveraging the semantics of a
table with a flexible copying mechanism.

BAMGO introduced by [18] used a fused bifocal atten-
tion mechanism which exploits and combines this micro
and macro level information and a gated orthogonalization
mechanism which tries to ensure that a field is remembered
for a few time steps and then forgotten.

Vanilla seq2seq neural architecture introduced by [22]
uses the concatenation of word embedding, field embedding
and position embedding as the model input. The model can
operate local addressing over the table by the natural advan-
tages of LSTM units and word level attention mechanism.

Structure-aware Seq2Seq introduced by [22] consists
of field-gating encoder and description generator with dual
attention to encode both the content and the structure of a
table.

This paper also compares the results of NLDT with greedy
search or beam search and with copy or no-copy. The role of
copy mechanism is not obvious for NLDT. The main reason
is that the model adopts a word-conversion method, which
is equivalent to a powerful copy. But to Table2Seq, it differs
greatly in the use of copy mechanism and in the absence of
copy mechanism. In the inference stage, this paper adopts
beam search with two-stage length normalization that further
improve the results on WIKIBIO.

Table 7 shows some examples of generated sentences by
NLDT on WIKIBIO. While NLDT could generate fluent
and table related sentences, some problems can be found by
comparing with reference texts such as lack of information,
reversal of sentence sequence, lack of abbreviations for words
and so on.

The process of text generation is visually displayed
in Fig. 3 that attention is used to choose the content of the
table. For example, ‘film’ in the table is focused by the
attention when generating ‘occupation_1’ in the intermediate
output corresponding to ‘film’ in the final output.

TABLE 7. Examples of the reference and generated sentences by NLDT on
WIKIBIO.

FIGURE 3. Attention on WIKIBIO in intermediate and final output.

Through model training, a subsidiary product is also
obtained, that is, word vectors related to vocabulary.
The vocabulary vectors are visualized and displayed in
three-dimensional space after dimensionality reduction by
principal component analysis (PCA), as shown in Fig. 4.
By searching for a word like ‘musician’, the list of words
closest to it appears such as ‘jazz’, ‘singer’, ‘dj’, ‘songwriter’
and so on.

C. EXPERIMENT ON WIKITABLETEXT
1) DATASET
WIKITABLETEXT is the first open-domain dataset for table-
to-text generation introduced by [3]. Its tables were crawled
from Wikipedia, and texts were annotated by manpower.
There are 13,318 row-text pairs in WIKITABLETEXT that
is divided into training (10,000), development (1,318), and
test (2,000) sets.

2) SETTING
In encoder, 4,155 words occurring more than 2 times and
2,423 attributes occurring more than 1 times from the table of
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FIGURE 4. Word vectors related to vocabulary on WIKIBIO.

TABLE 8. Parameter settings on WIKITABLETEXT.

the training set are selected as the source word vocabulary and
the attribute vocabulary respectively. In decoder, 3,329 repro-
cessed words occurring more than 1 times from the sentence
of the training set are selected as the target word vocabulary
and theme concept is added to the decoder.

The initial learning rate is 0.001 with using adam opti-
mizer. In the inference process of testing, the improved beam
search with two-stage length normalization and the coverage
of table content in text content introduced by this paper is used
with α1 = 0.3, α2 = 0.4, β = 0.7, γ = 0.8 and the beam
size k = 7. The other parameters are displayed in Table 8.

3) RESULT
This experiment has gone through eight epochs altogether.
Table 9 compares the results of BLUE-4 by NLDT+ in this
paper against that by the previous methods including ‘‘TC-
NLM’’, ‘‘Random-Copying’’, ‘‘Template’’ and ‘‘Table2seq’’
all introduced by [3].

TC-NLM is a table conditional neural language model
baseline, which is based on a recurrent neural network lan-
guage model introduced by [26] and the model is fed with
local and global factors to make it also consider table infor-
mation.

Random-Copying does not use the copying mechanism
but replaces the <unk> with a randomly selected cell from
the table.

Template is constructed with a list of templates ranked
by the frequency for each table scheme. The templates are
derived by replacing the cells appearing in the text with the
corresponding fields. In the inference process, the template
with the highest frequency given a table scheme is selected,

TABLE 9. BLEU-4 on WIKITABLETEXT.

and the fields with the corresponding values are replaced to
generate text.

Table2seq mainly uses global and local information in its
encoder-decoder architecture and a powerful copying mech-
anism to solve the OOV problem. Table2seq also uses beam
search in the inference process.

Theme. The results show that NLDT is far less effective
than NLDT+. Because NLDT+ adds the theme concept to
NLDT. So the theme concept is proved useful to the ability to
generate for open domain.

Copying. Since words from table cannot be well covered
in the vocabulary especially for open domain, they could not
be generated in the predicted sequence. Enlarging vocabulary
size is not a principal way to solve this problem because
it could not handle the rare words not seen in the training
data. Removing the copying mechanism from Table2seq gets
down its performance from 37.90 to 5.41. The performance of
randomly copying is also poor. It is reasonable because many
words of the description come from table cells which are rare
words and need to be copied. So copying mechanism is the
most effective factor to Table2seq.

But the results show removing the copying mechanism
from NLDT+ does not dramatically decrease performance.
The word-conversion method in this paper is equivalent to
a powerful copy. Most of rare words are replaced with the
corresponding fields information which greatly reduces the
number of rare words and the vocabulary is also reduced a
lot.

Beam Search. The improved beam search adopts two-
stage length normalization and considers the coverage of
table content in text content. In order to test the effectiveness
of this method, this experiment sets the relevant parameters
to zero. The second-stage length normalization is turned into
invalid through α2 = 0, and the coverage of table content
in text content becomes unaffected by β = 0. The original
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TABLE 10. Examples of the reference and generated sentences by NLDT
on WIKITABLETEXT.

TABLE 11. The most common 11 fields in WIKIBIOCN.

beam search with length normalization is equivalent to the
improved beam search when α2 = 0, β = 0 and γ = 0.
The results show that the improved beam search introduced
in this paper is better than the original one and both sides of
the improved method are helpful to improve the effect.

Disordered Tables. A structured table consists of a set of
field-value records and the records are fed into the generator
sequentially as the order they are presented in the table.
Reference [27] points out the order of records can guide the
description generator to produce an introduction in the pre-
defined schemas. However, not all the tables are arranged in
the proper order. Furthermore, the schemas of various types
of tables differ greatly from each other. For these reasons, this
paper disorders tables in WIKITABLETEXT by randomly
shuffling the records of a table to test the performance of
NLDT. The results show that although NLDT performs not
as good as before which means the order of table records is
an essential aspect for table-to-text generation, the decrease
in BLEU-4 is very small which means NLDT can mitigate
this impact of disordered tables.

Table 10 shows some examples of generated sentences
of NLDT on WIKITABLETEXT. These generated sentences
could basically express the same meaning as the reference
text sentences with different ways of expression, but some
problems remain to be solved such as improper choice of
words, unable to split words representing time periods and
so on.

D. EXPERIMENT ON WIKIBIOCN
1) DATASET
For researchers, the use of International Open English
datasets is convenient to compare with previous work to

TABLE 12. The number of field types and vocabulary in WIKIBIOCN.

TABLE 13. An example of table and corresponding text in WIKIBIOCN.

illustrate the quality of the models. English spaces are used
as separators that lexical selection and text comparison will
not be affected by word segmentation. Some researchers have
studied the influence of different languages on models such
as German, French, Arabic, Esperanto, and so on. Since there
is no Chinese dataset that can be used for table-to-text gen-
eration, this paper chooses Chinese Wikipedia as data source
and sorts out a Chinese dataset WIKIBIOCN [28], in order to
verify the feasibility of the methods introduced by this paper
and provide a reference for other researchers.

WIKIBIOCN includes 33,244 biography sentences with
related tables which come from Chinese Wikipedia
(July 2018).Most of Chinese characters in ChineseWikipedia
are traditional characters, so it first needs to convert them
to simplified characters. Different from English dataset like
WIKIBIO, Chinese character is the basic unit in Chinese but
the word is actually more semantic, so it must undergo word
segmentation which may also affect the result. After sim-
plified transformation and word segmentation, the sentence
has 248 words at the longest, 12 words at the shortest, and
43.9 words on average. The number of attributes in one table
is 60 at most and 6 at least. The dataset is divided into training
set (30,000), verification set (1000) and test set (2,244).

Table 11 represents the most common 11 fields and occur-
rences in the training set. Table 12 represents the number
of field types and vocabulary in training set, test set and
verification set. Table 13 represents an example of table and
corresponding text in WIKIBIOCN.

2) SETTING
In encoder, words occurring more than 9 times and fields
occurring more than 1 times from the table of the training
set are selected as the source word vocabulary and the field
vocabulary respectively. In decoder, the reprocessed words
occurring more than 2 times from the sentence of the training
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TABLE 14. Parameter settings on WIKIBIOCN.

TABLE 15. BLEU-4 on WIKIBIOCN.

FIGURE 5. Subjective score of test result on WIKIBIOCN.

set are selected as the target word vocabulary. The initial
learning rate is 0.005 with using adam optimizer. In the
inference process of testing, beam search (two-stage length
normalization) is used with the length penalty α1 = 1.0,
α2 = 1.0 and the beam size k = 7. The other model
parameters are displayed in Table 14.

3) RESULT
The generation quality is assessed automatically with
BLEU-4. Table 15 shows the results of experiments on WIK-
IBIOCN. The results show that the NLDT can also be applied
to the table-to-text generation in Chinese, and the use of
beam search algorithm can help the model to generate text
better.

100 generated texts are randomly selected from the test
results, and are graded by 10 public judges from three
perspectives: fluency, accuracy and adequacy. The statis-
tical results are shown in Fig. 5. Accuracy reflects the
consistency of expression in reference text and gener-
ated text, which is a very important metric. Adequacy
reflects whether the generated text contains all the con-
tent expressed by the reference text. The results show
that the fluency and adequacy of the generated text are
affirmed by the public, and the accuracy is relatively
low. Most of the texts are fluent, and a few of them
have textual structure problems. The main reasons for the
inconvenience are sentence duplication and word selection
errors.

VI. CONCLUSION
This paper presents a neural generative architecture NLDT
for table-to-text generation and conducts experiments on
WEATHERGOV, WIKIBIO, WIKITABLETEXT and WIK-
IBIOCN which demonstrates the effectiveness of this
approach. In future, this work will combine knowledge graph
to enhance the comprehension and realize personalized text
generation based on user goals.
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