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ABSTRACT Human activities are usually collective, so clustering has become an important feature of
human behavior. This paper studied the evolution of the community in the process of public opinion
propagation so as to put forward a public opinion evolution model for the network community number. This
study proposed the community number evolution model of public opinion based on stochastic competitive
learning, and the proposed model consists of an increase in the number of communities and a decrease in
the number of communities. The highlight of this model is that on the one hand, it realizes the research on
the evolution of public opinions on the dynamic network; on the other hand, unlike other public opinion
evolution models, this model pays attention to the community number increase and decrease rules in the
evolution of public opinions. Then, as an extension of the community number evolution model of public
opinion, the community number prediction model had been proposed. Based on Twitter data from the
2017 London Bridge attack, the proposed models were validated by experiments. In the verification section
of this paper, two methods had been introduced as a comparison. The experimental results show that the
community number evolution model of public opinion is correct.

INDEX TERMS Opinion propagation, stochastic competitive learning, community detection, community
number, phase transition theory.

I. INTRODUCTION
The evolution of public opinion is a very important virtual
social phenomenon with a profound impact on economy,
politics, etc. [1], and has many applications in WeChat net-
work [2], microblog network [3], signature network [4],
e-commerce network [5] and other aspects.

In the research of public opinion evolution model, it can
be traced back to the SIR (Susceptible Infected Recov-
ered) model proposed by Kermack W O and McKendrick
in 1932 [6]. As a classic model for studying the spread of
infectious diseases, this model is often used to study public
opinion propagation. Later, the model has undergone sev-
eral improvements and evolutions, resulting in models such
as SIS (Susceptible Infected Susceptible) model and SIRS
(Susceptible Infected Refractory Susceptible) model [7].
In addition, Rogers proposed the innovation diffusion theory
in 2003 [8], which was widely used by the public opinion

The associate editor coordinating the review of this manuscript and

approving it for publication was Yongming Li .

propagation model. Later, sociological theory believed that
opinion leaders often existed in public opinion propagation,
and the role of important users in opinion propagation was
noticed. Ellero and other experts used opinion leaders as
special participants to conduct opinion propagation model-
ing analysis [9], [10]. Subsequently, experts such as Igor
Kanovsky constructed the ‘‘0-1-2’’ model [11] based on the
probability value of public opinion propagation. The model
considered that the probability of whether public opinion
propagated was positively correlated with the number of
public opinion propagandist.

Nowadays, with the application of many technologies such
as survival analysis techniques [12], matrix factorization
[13], and mean-field approximation [14] to solve dynamic
network analysis problems, the study of dynamic network
evolution models has attracted more and more attention
from scholars. Hence, a series of models related to the evo-
lution of public opinion have been studied from various
angles [15]–[25], and the evolution of public opinion has
received extensive attention. In 2014, Tsang A proposed
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a model of opinion dynamics [15], which achieved the
dynamics opinionmodel by building the trust function among
members and based on the nature of homophilic network.
In 2016, ChaoYu proposed a consensus formationmodel [16],
which elaborated the process of consensus formation by
constructing performance-driven and behavior-driven meth-
ods. The Gossiper-Media model [17] studies the interactive
game between the public and the media in opinion propaga-
tion, confirming that competition among media will promote
the formation of public opinion consensus. In combination
with the influence network, Lejun Zhang designed a pub-
lic opinion propagation influence network model and pro-
posed a public opinion control point selection algorithm
(POCDNSA) [18]. X Yin et al. proposed an agent-based
online opinion formation model based on attitude change the-
ory [19], group behavior theory and evolutionary game theory
in the perspective of sociology and psychology. Similarly,
based on sociology and psychology, Xi Chen et al. ana-
lyzes the evolution of public opinion based on PA (public
authority) [20]. From the perspective of network members,
A Mohammadinejad et al. studied the influence of leaders
on the evolution of public opinion and proposed a frame-
work to consensus opinion model within a networked social
group [21]. CordeiroM and ZhuangD proposed new dynamic
community detection algorithms based on modularization
from different aspects [22], [23], aiming to detect communi-
ties of dynamic networks as effective as repeatedly applying
static algorithms but in a more efficient way. Han J, et al
proposed ALPA (adaptive label propagation algorithm) [24],
ALPA takes into account the information of historical com-
munities and updates its solution according to the network
modifications via a local label propagation process. Liu X,
He D proposed a new information dissemination and opinion
evolution IPNN (Information Propagation Neural Network)
model [25] based on artificial neural network in 2019, which
proposed new mathematical model reveals the relationship
between the state of micro-network nodes and the evolution
of macro-network public opinion.

However, there are still some problems with the existing
public opinion propagation model. Social networks are often
dynamically changing during the evolution of public opinion.
W Yu found that the results of community detection are not
isolated from time changes [13]. Deng J et al. also ana-
lyzed the dynamic changes of social networks [26]. However,
the previous opinion evolution model ignores the fact that the
communities of opinion network also changewith the dynam-
ics of opinion evolving. Moreover, the previous research only
focused on the number of participants in the network and the
changes of network heat, but did not analyze the community
of the participants in the public opinion, and thus it is dif-
ficult to effectively analyze and control the public opinion
propagation [27].

In recent years, algorithms based on competitive learning
have also been applied to community detection and public
opinion modeling. Competitive learning is one of the major
achievements in unsupervised learning [28], having many

applications in clustering [29], [30] and pattern recognition
[31]. In 2008, an Isotropic multi-particle competition mecha-
nism was proposed [32]. The basics of stochastic competitive
learning is the particle competition mechanism. In 2012,
the particle competition mechanism [33] was first applied to
clustering and the clustering function was improved by com-
bining nonlinear dynamics and mathematical models. Later,
Silva, T.C et al. proposed a community detection algorithm
[34] based on stochastic competitive learning algorithm, suc-
cessfully combining dynamic models with community detec-
tion. As a dynamic process, stochastic competitive learning
is essentially consistent with the evolution of public opinion
networks. Therefore, this method had been adopted to solve
the problem in the evolution of opinion network.

Moreover, in order to overcome the problems mentioned
above, this study first puts forward the community number
evolution model of public opinion (CNEM) based on the
two processes consist of dynamic generation of network
and communities merging based on stochastic competitive
learning. The model consists of two parts: the addition of
new communities and the communities merging. This com-
position is conducive to getting the real-time evolution rule
of the network structure, judging the growth stage of the
public opinion network and the addition and merging of the
public opinion community at each moment, which is helpful
for observer to make more timely decisions. Based on the
stochastic competitive learning algorithm, this paper applies
this real-time community detection algorithm to solve prac-
tical problems and analyzes the dataset of a real case and
dataset of simulation cases. Based on situation prediction and
model fitting, the validity of this model is verified.

The main contributions of the paper include three aspects.
Firstly, according to the evolution of real social networks,
the process of dynamic community members joining the
network and community merger had been constructed, which
is composed of time series data acquisition. Secondly, CNEM
was constructed based on stochastic competitive learning
and dynamic filling of community members. Because the
model is dynamic, when community detection is carried out,
corresponding relationships between communities in slices
of different time can be found, therefore each community
can trace its origin and discover its evolution process over
time. This is of great significance to the analysis of public
opinion dissemination. This feature of the model ensures
that it has the function of predicting the evolution of public
opinion community number. In order to predict the number
of communities when the network structure is not available,
this study proposed a community number prediction model.
Thirdly, in order to verify the effectiveness of the model,
the results obtained by CNEM, community number predic-
tion model and the modularity-based algorithm [35], [36] and
dynamic community detection algorithm (DCD algorithm)
[22] has been fitted and analyzed respectively.

The following sections are organized as follows. Section II:
This section showed the structure of the stochastic competi-
tive learning algorithm and introduced the dynamic process
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of the algorithm. Section III: This section introduced the
construction process of CNEM. Based on that, CNPM and its
characteristics analysis of that model were also introduced.
Section IV: This chapter uses 2017 London Bridge attack as
a case for application analysis.

Finally, the results of the community number evolution
model of public opinion (CNEM), the community number
prediction model (CNPM), the modularity-based algorithm
[35], [36] and DCD algorithm [22] were fitted together
for analysis to prove the effectiveness of the model and
the rationality of the prediction results of the prediction
model.

II. REALATED WORK
Stochastic competitive learning is a competitive dynam-
ics system composed of multiple particles. The algorithm
implements dynamic community detection with unsuper-
vised learning. Given a network G = (V, E), V is the set of
nodes, and E is the set of edge. In the stochastic competitive
learning process, a set of particles K = {1, 2, 3 . . . k} is
randomly placed in the nodes of the network. The goal of each
particle is set to dominate new nodes while strengthening the
degree of domination over the nodes that they have already
dominated, and the set of nodes dominated by each particle
is the community corresponding to the particles. When a
particle visits any node, it would enhance its domination
level on that node, and weaken the domination level of other
particles on the same node [40]. The domination level can
be expressed as domination elements in the domination level
matrix as shown in equation (1). Since each time a particle
visit a node, the particle’s domination level on the node would
be added by a parameter ε = 1, so the particle’s domination
level on the node is numerically equal to the times that the
particle visits the node. [40], [33].

N i(t) , [N
(1)
i (t),N

(2)
i (t), . . . ,N

(k)
i (t)]T (1)

In equation (1),(2), Ni(t) records the total number of times
that each particle in the network visits node i until time t ,
represents the domination level of each particle to node i
at time t , and node i belongs to the community represented
by the particle with the highest domination level value. The
Belong(k)(t) function defines the set of nodes belonging to
particle k at time t , as shown in equation (2).

Belong(k)(t) = {u|u ∈ V ,max(N u(t)) = N
(k)
u (t)} (2)

In addition, in order to enhance the domination level of par-
ticles for nodes have been dominated, and further to promote
the formation of distinct boundaries between communities,
the particle in the network is guided to walk by a specific
walking rule. This rule is the result of the combination of the
randomwalk and the preferential walk.What’s more, in order
to prevent the particles from traveling for a long time in
other particle-dominated communities, which would disturb
the domination situation, stochastic competitive learning set
the energy value for each particle [34].

III. THE COMMUNITY NUMBER EVOLUTION
MODEL OF PUBLIC OPINION
A. DEFINITION AND HYPOTHESIS OF PUBLIC
OPINION COMMUNITY
The participants of CNEM established by this study are users
of Twitter, Weibo and other online media. The opinion com-
munity refers to the community structure in the public opin-
ion propagation network composed of online media users.
After the hot event occurs, online media users may take active
follow-up reports, comments and other methods to promote
the development of the topic. Since this paper focuses on the
propagation of public opinion, the behavior ‘‘@’’ in Twitter
andWeibo is also called the ‘‘mention’’ behavior, which is the
most critical behavior in online public opinion propagation.
Therefore, the network of public opinion propagation takes
network media users and ‘‘mention’’ behaviors as nodes and
edges. After a specific event outbreak, the relevant public
opinion will be quickly propagated in the online network.
The online media users will actively propagate their under-
standing of the event by the ‘‘mention’’ behavior, and the
network often form communities in propagation network.
The community is guided by one or several opinion leaders
in the network. For such communities, this paper calls it the
public opinion community.

This paper makes the following assumptions about the
community number evolution model. The evolution model
of public opinion community. Since this paper consid-
ers the change of the network structure in the process of
generating the public opinion network, the directed edge
formed by the original mentioned behavior in Twitter is
regarded as the undirected edge in the merging operation.
Meanwhile, since the key behavior of public opinion propa-
gation is the active propagation of information, Twitter users
who do not mention other people are not included in the
public opinion propagation network. In the public opinion
propagation network, it can be founded that the propagation
speed of public opinions after the outbreak of events first
surges and then gradually converges to zero as the public
opinions fade [37]. In addition, users who have been follow-
ing the event will continue to establish connections with other
users, and that speed will gradually be faster than the speed
of new users connecting to the public opinion network [38].
Therefore, the network density will gradually increase as time
goes by.

B. THE CONSTRUCTION OF THE COMMUNITY NUMBER
EVOLUTION MODEL OF PUBLIC OPINION
CNEM is composed of two processes: dynamic generation of
network and community merging based on stochastic com-
petitive learning.

In the public opinion propagation, the process of the public
opinion network generating is often accompanied. Therefore,
in order to simulate the time series opinion network gener-
ation process, the study uses a method of filling edges and
nodes in time sequence in opinion network. In the domina-
tion level matrix introduced by equation (1), The domination
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elements represent the newly filled node will be initialized.
When a new batch of nodes is filled into the network, if a
newly filled node would not connect to another subgraph
with particles, a new particle is added to the node. If the
newly filled node has a connection with an existing node,
the particle would not be added at that node. As the particle’s
walking, the newly filled nodes will be dominated by the
nearby communities due to the network structure, and thus
the dynamic community detection are completed. The change
in the number of particles caused by the dynamic generation
of the network is shown in equation (3). In equation (3), K (t)
represents the set of particles at time t, knew represents the
new particles, i represents the nodes in the network, and inew
represents the nodes added at the t + 1 time.

K (t + 1) =

{
K (t)+ knew ,∀i ∈ V , (i, inew) /∈ E
K (t) , ∃i ∈ V , (i, inew) ∈ E

(3)

The number of communities can be increased by dynamic
generation of network, and decreased by community merging
based on stochastic competitive learning [34]. The origi-
nal stochastic competitive learning algorithm determines the
number of communities based on the static network. In a
dynamic public opinion propagation network, the number
of communities in the network should also be dynamically
adjusted. The dynamics process in stochastic competitive
learning will cause changes in the domination level matrix.
Such changes can determine whether the communities domi-
nated by the particles need to be merged. This study based
on stochastic competitive learning proposed a method for
judging whether public opinion communities need merging.

According to the definition of stochastic competitive learn-
ing, the element value in the domination matrix of the node
determines which community the node belongs to. According
to the random-preferential movements of the algorithm, if two
communities gradually appear more connections between
them in the process of opinion propagation, the two com-
munities would tend to merge. In this situation, the particles
corresponding to the two communities would walk more
times in the other community due to the influence of the
network structure. This situation reduces the difference in
element values for the two particles in the domination level
matrix of the nodes in the two communities. If the particle
k0 exists, the community dominated by the particle is named
C0. If the particle k1 exists, the community dominated by
k1 is named C1. In the domination level matrix of the node
in the community C0, when there is no significant differ-
ence between the element value of the corresponding particle
k1 and the element value of the corresponding particle k0,
the community C1 could be considered to be merged into
the community C0. In the calculation, In the domination
level matrix of all nodes in C0, the element values in the
domination level matrix corresponding to other particles are
summed. If there is a certain particle k1, the element values
corresponding to the particle k1 in the domination level matrix
of all nodes in C0 are summed. If the value is greater than

FIGURE 1. Community merging operation.

half of the sum of the elements corresponding to the particle
k0, the community C1 controlled by the particle k1 is merged
with the current community C0. The criterion for the merging
operation is shown in equation (4). And ε is a parameter that
controls the community merger speed which set as 2 in the
experiment. If equation (4) is satisfied, the combination of k0
and k1 for the community would be performed.

1
ε
× (

∑
i∈Belong(k0)(t)

N
(k0)
i (t)) <

∑
i∈Belong(k0)(t)

N
(k1)
i (t) (4)

After determining that the community are supposed to be
merged, particle k1 needs to be deleted, and the two particle-
dominated communities need merging. When the merging
operation of elements in domination level matrix is per-
formed, it is necessary to add the element value of k1 in the
corresponding position in the domination level matrix to the
corresponding position of k0 and delete the element of k1
in the domination level matrix. It should be noted that since
the element value of all the positions of the domination level
matrix after initialization is 1, it is necessary to eliminate the
result of the initialization of the matrix when the merging
operation is performed. The purpose of this operation is to
prevent the overall increase of the corresponding element
value of a particle in the domination level matrix due to multi-
ple community merging. Therefore, the merging of elements
in domination level matrix operation is shown in equation (5).

N
(k0)
i (t) = N

(k0)
i (t)+ N

(k1)
i (t)− 1, i ∈ V (5)

As shown in Figure 1, the communities C0 and C1 on the
left side no longer have obvious boundaries, and if the equa-
tion (4) is satisfied in the calculation, the merging operation
would be performed. The merged results are shown in the
right side of Figure 1.

In summary, when new connectivity components are added
to the public opinion network, the number of communities
increases. When the two particle-dominated communities
no longer have obvious boundaries, the community would
merge, and after the merging of the community, the number
of particles in the network will decrease. The above process
builds a dynamic process of increasing and decreasing the
number of particles. After the above criterion for increasing
and decreasing the number of particles combined with the
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FIGURE 2. Schematic diagram of the community number evolution model
of public opinion.

dynamic data set, the number of communities in the public
opinion network can be simulated. The framework of com-
munity number evolution model is shown in Figure 2.

It can be got from Figure 2 that the model consists of two
parts: the increase in the number of communities and the
decrease in the number of communities. In the part of the
increase in the number of communities, based on dynamic
generation of network, the evolution rules of the increased
number of communities could be constructed. In the part of
the decrease of the number of communities, based on the
community merging based on stochastic competitive learn-
ing, the evolution rules of the decreased number of commu-
nities could be constructed. CNEM is the combination of that
two parts.

C. THE COMMUNITY NUMBER PREDICTION MODEL
BASED ON THE COMMUNITY NUMBER EVOLUTION
MODEL OF PUBLIC OPINION
1) THE COMMUNITY NUMBER PREDICTION MODEL
According to the community number evolution model pro-
posed above, CNPM can be set up. This model can predict
the number of communities when the network structure is not
available. At time t , the total number of users in the public
opinion network of a certain event is N , and the total number
of edges is E . After the occurrence of the event, new Twitter
users will continue to enter the public opinion network in time
sequence, which is simulated by filling nodes and edges in
the public opinion network. The number of nodes increased
in unit time is Sn, and the number of edges increased is
Se. When any two public opinion communities in the public
opinion network satisfy the equation (4), community merging
is performed to reduce the number of particles, so the number
of communities is also reduced.

In order to set up CNPM and calculate the generation
and merging of the public opinion community separately,
the speed of communities’ number change can be defined
as CNPM(t), CNPM(t) =CNPM_inc(t)-CNPM_dec(t).
If CNPM(t) >0, the number of communities would increase.
Among them, CNPM_inc(t) and CNPM_dec(t) are the speed
of the change of the number of communities caused by
the added particles and that caused by the merging of the
communities respectively. According to the predictionmodel,
the changes of the number of communities caused by the
addition of particles would only lead to an increase in the
number of communities, and the change of the number of

communities caused by community merging would only
result in a decrease in the number of communities. If the
filled node does not have an edge with other nodes, the node
becomes a new connected component.When a new connected
component appears, a new particle needs to be added, and the
number of communities increases. According to the random
graph theory [41], the probability that any node value of
degree centrality in the random network is d. The probability
is shown in equation (6).

P(d) = Cd
N−1P

d (1−P)N−1−k≈
< d >d

d !
e−<d> (6)

In equation (6), <d> is the average value of degree central-
ity in the network, and the average value of degree centrality
in the network can be expressed as 2E/N. Therefore, the prob-
ability that a new node does not have an edge with other nodes
in the network is the result of equation (6) when the d is 0.
The result in this condition is shown in equation (7).

P(0) ≈
< 2E

N >0

0!
e−

2E
N = e−2E/N (7)

After getting the probability that the newly filled node is
not connected to any other node, combined with the speed of
the adding of nodes, the speed of the change of the number
of communities caused by the newly added node can be
obtained, as shown in equation (8). In equation (8), α is a pos-
itive parameter that controls the balance between CNPM_inc
and CNPM_dec.

CNPM_inc(t) = αSne−2E/N (8)

According to equation (8), it can be found that the increase
speed of the number of particles is directly related to the num-
ber of nodes in the current network and the number of edges.
In the public opinion propagation network, in the case of only
observing historical data, the network density variation rule
of the public opinion propagation network shows an increas-
ing trend [37]. Hence, the E/N value gradually increases.
Therefore, the growth speed of particles would gradually slow
down. If there are too many particles at a certain moment,
it would automatically trigger the merging of the communi-
ties, and the communities would perform the merging opera-
tion. Since the purpose of the community merging step is to
reduce the number of communities to the most appropriate
value, the speed of community merging is positively corre-
lated with the value K which is the total number of parti-
cles, which could be represented by CNPM_dec(t) ∝K . And
positively correlated with ( EN −

E−ei
N−ni

) which is the increase
speed of network intensity, which could be represented by
CNPM_dec(t) ∝ ( EN −

E−Se
N−Sn

). Therefore, the change speed
of the number of communities caused by community merg-
ing can be formed. The speed is shown in equation (9).
In equation (9), β is a positive variable parameter.

CNPM_dec(t) = βK (
E
N
−
E − Se
N − Sn

) (9)

In summary, based on the change speed equation of the
number of communities caused by dynamic generation of
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network and equation caused by the community merging,
community number prediction model could be got. The
model is shown in equation (10).

CNPM(t) = CNPM_inc(t)− CNPM_dec(t)

= αSne−2E/N − βK (
E
N
−
E − Se
N − Sn

) (10)

2) ANALYSIS ON THE RULE OF ‘‘PHASE-LIKE TRANSITION’’
IN PUBLIC OPINION PROPAGATION
This study found ‘‘Phase-like transition point’’ exists in the
public opinion propagation. Phase transition phenomenon
[39] refers to a situation similar to the phase transition phe-
nomenon in a random graph model. Phase-like transition is
a point like Phase transition point, which is an inflection
point when the number of public opinion communities turns
from increase to decrease in the process of model evolution.
In other words, phase-like transition point is the point when
the community number change speed turns from positive to
negative. Hence, the change speed of the number of pub-
lic opinion communities will increases first, then reaches
the phase-like transition point, and finally decreases. What’s
more, in community number prediction model, the number
of communities will eventually reach a convergence state,
in other words, the number of public opinion communities
tends to be stable.
Definition 1: phase-like transition point
Proof: In the public opinion propagation network, there

is a peak in the public opinion propagation [38]. There will
exist time t0, which is the time that the node number’s increas-
ing speed Sn will reach a peak. Therefore, the value of Sn will
be reduced after t0.
t →0, CNPM_inc= αSn > 0.
Because CNPM_dec(t) ∝ K ( EN −

E−Se
N−Sn

) , so when t →0,
K = 0 and CNPM_dec=0.
t → 0, CNPM(t) =CNPM_inc(t)-CNPM_dec(t) > 0
In the recession of heat: when Sn → 0, According to the

assumptions of the model.
CNPM_inc(t) = αSne−2E/N = 0
CNPM_dec(t) = βK ( EN −

E−Se
N−Sn

) = βK ( SeSn ) > 0
Hence, when Sn → 0, CNPM(t) =CNPM_inc(t)-

CNPM_dec(t) <0
In summary, in the evolution of the model, there is a node

with CNPM(t) = 0, so the phase-like transition point exists.
Definition 2: convergence state
Proof: Because the number of public opinion

communities change at a speed: CNPM(t) = CNPM_inc(t)−
CNPM_dec(t)

= αSne−2E/N − βK (
E
N
−
E − Se
N − Sn

)

According to the model assumptions: when t →∞, as the
decreases of the event heat, the speed of nodes number change
and the speed of network density change tend to stop. Hence,
Sn, Se → 0, then CNPM_inc and CNPM_dec → 0, then
CNPM = 0. The number of public opinion communities has
reached a convergence state.

The conclusion of Definition 1 is also consistent with
people’s common perception that after an event outbreak,
the event would first be discussed by a small opinion com-
munity on online social network, and then the boundaries
between communities will gradually become blurred due to
the increasing network density. Later, different opinion com-
munities began merging. The model would enter a decline
phase when the number of communities reached the highest
point. Definition 2 shows that in the later stage, the devel-
opment of public opinion network will eventually make the
formed public opinion community stop changing because
of the decline of event heat, so it would reach the state of
convergence.

In order to verify the universality of the ‘‘Phase-like transi-
tion’’ features in public opinion propagation, this chapter con-
structed a simulation network based on the known features of
the public opinion network, and the ‘‘Phase-like transition’’
of the model were verified by experiments. Based on research
on density changes in public opinion propagation networks
[37], the number of nodes was set as variable N , the number
of edges was set as variable E , and N was assumed to be
a function varies with t, N = t, E = 0.1(t/10)2.3. Based
on the analysis of the topology of the Twitter network, most
of the Twitter networks are star networks [44]. Therefore,
when a simulation network is constructed based on the growth
function of nodes and edges, a node with a large value of
degree centrality will have more possibility to be a target
node of a newly added edge, and a rule for newly added
edge was set as random-preferential selection method with
reference to the random-preferential walking rule [33]. When
an edge was added into the network, the source node of
the edge was randomly selected in the network, and the
target node of the edge was selected by random-preferential
selection rule. Random-preferential selection method is the
combination of the random selection and the preferential
selection. The random selection probability was shown in
equation (11). In this equation, i was the nodes number, t
was the time variable, and Vt was the set of nodes in the
network at time t. The probability of preferential selection
was as shown in equation (12). d ti and d

t
u represent the value

of degree centrality of node i and u at time t , respectively. The
probability value of selecting a node by using the preferential
selection method was equal to the proportion of the value of
degree centrality of the node in the total value of that of all
nodes.When an edge was added to the constructed simulation
network, as shown in equation (13), the probability that the
node i was selected as the target node of the edge was the
sum of the probability of random selection and preferential
selection adjusted by the parameter γ .

Prandedge (i, t) =
1

len(Vt )
(11)

Pprefedge(i, t) =
d ti∑
u∈Vt d

t
u

(12)

Pedge(i, t) = Prandedge (i, t)+ (1−γ )Pprefedge(i, t) (13)
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FIGURE 3. Schematic diagram of the simulation results.

FIGURE 4. Schematic diagram of the model fitting results of the
simulation graph model.

The constructed simulation network was analyzed by com-
munity number prediction model. In order to reduce the
data fluctuation, the simulation structure was automatically
constructed 1000 times and the average value of each exper-
imental result was taken as the final result. Set γ as 0.5,
the simulation results were shown in Figure 5. The abscissa
‘‘Time’’ was the time variable and the ordinate ‘‘Number of
communities’’ was the number of communities calculated
based on community number prediction model. It can be
clearly found from Figure 5 that the simulation network built
on the basis of the Twitter network structure has a clear
phase-like transition point in the number of communities and
the final number of communities shows a convergence trend.

The simulation network results obtained in Figure 3 can be
fitted to community number prediction model with selected
parameters. The fitting results were shown in Figure 4.
‘‘CNEM’’ was the change speed of community number cal-
culated by CNEM, and ‘‘CNPM’’ was the result of CNPM.

After the model fitting was completed, the error analysis
of model fitting result could be obtained. The Pearson corre-
lation coefficient was 0.907 and the cosine similarity value
was 0.863. Therefore, it can be concluded that the result of
CNEM is basically consistent with that of community number
prediction model based on the simulation diagram. Hence,
it can be verified that CNPM conforms to the community
number evolution model in the public opinion propagation
network proposed in this paper. The establishment of the
simulation network verifies the existence of characteristics
in definition 1 and definition 2 in the propagation process of
public opinion social network.

D. TIME COMPLEXITY OF THE COMMUNITY NUMBER
EVOLUTION MODEL OF PUBLIC OPINION
Now the time complexity of the proposed model is analyzed.
Assuming that there were n nodes and k particles in the

network, and each particle corresponds to a community. And
the number of steps each particle’s walk every time was
recorded as x.
Initialization step cost kn times of calculations to construct

the domination matrix and energy matrix respectively. In the
particle’s walking step, once the particle walks, the node dom-
ination matrix would update xk times in the network. Since
there are k elements in each domination matrix, the assign-
ment operation occurs xk2 times, as shown in equation (1).
In community merger judgment step, firstly, the model would
judge which communities the nodes belong to. This step cost
nk times traverse. Next, the matching needs to be performed
in all communities. This action is performed k2 times. The
judgment of the matching needs to traverse the value of the
domination matrix of all nodes. Hence, this action costs nk
times calculation. Hence, this step costs nk3 times of calcula-
tions. In the community merger execution step, each merge
operation is accompanied by an update of the domination
matrix of all nodes, and the update cost nk times calculation.
In addition, the number of the groups need merging is a
constant.

In summary, the time complexity of the community
number evolution model is O(4nk+xk2+nk3).Because k and
x are constants, the time complexity can be regarded as O(n).

The simulation network introduced above had been con-
structed once and it takes 93.0398 seconds to experiment
the community number evolution model on it. Compared
with the model, the algorithm based on modularity [35], [36]
with the time complexity O(n) would take 82.4375 seconds
to complete this task, but communities cannot trace their
increase and decrease of community number and discover
their evolution process over time. The experimental environ-
ment of this article is 16GB of RAM, CPU model is i7-4790,
and hard disk is 2TB.

IV. EXPERIMENTS
A. DATA ACQUISITION AND EVENT ANALYSIS
In terms of information acquisition, Twitter is the most com-
monly used media for people to socialize. As of the third
quarter of 2018, monthly active users reached 326 million,
and the average number of daily active users increased by
11% [42]. When a hot topic of online public opinion breaks
out, most cyber citizens would choose to input keywords on
Twitter to retrieve relevant information, and pay attention to
the progress of the topic, mentioning the event to friends and
other accounts with the mention behavior. This behavior is
the main driving force for the spread of public opinion on the
event.

This paper obtained the 2017 London Bridge attackdata
and selected the information from the data to build a pub-
lic opinion propagation network. The data were shown in
Table 1 in which the ‘‘Complete public opinion’’ data rep-
resents all the public opinion information about the event,
and the ‘‘Public opinion network data’’ was the network
information of the public opinion propagation formed by the
mention relationship.
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TABLE 1. Data introduction to the 2017 London Bridge attack.

FIGURE 5. Schematic diagram of the heat of change in the 2017 London
Bridge attack.

On June 3, 2017, an attack occurred in the London Bridge.
The process of the event and the status of real-time public
opinion were described as follows [30].
(1) Before June 3, a small number of users on Twitter

expressed their concern about the security of the Lon-
don Bridge and analyzed the possibility of terrorist
attacks. However, because the event did not occur,
the public opinion could not form a large scale.

(2) The period of June 3 to June 5 was the outbreak period
of the topic. At this stage, net citizen’s attention to this
topic had rapidly increased. On the evening of June 3,
2017, a car rushed to the pedestrians on the London
Bridge. Subsequently, three armed terrorists got off the
vehicle and attacked pedestrians

(3) Later the terrorists were killed by the police. The
London Police Department officially confirmed on the
7th that the number of deaths from terrorist attacks rose
to eight. The number of comments forwarded by twitter
reached 13,003.

(4) The period of June 6 to June 7, or even longer, was
the plateau for the topic. The number of comments
forwarded reached 1621.

(5) The period of June 8 to June 14 was the decline of the
topic. The number of comments forwarded by twitter
reached 1,265.

The public opinion development of the incident was visu-
alized as Figure 5.

In figure 5, the abscissa ‘‘Time’’ represents the time change
after the 2017 London Bridge attack, the ordinate ‘‘Heat on
The Topic in Twitter’’ represents the number of new users
of the public opinion network, and the ‘‘Heat on The Topic
in Twitter’’ corresponding to zero ‘‘Time’’ represents the
number of tweets before June 3, after that time, statistics
were taken every 6 hours. It can be found from the Figure
that the number of tweets about the 2017 London Bridge

FIGURE 6. Model fitting diagram of the change speed of the number of
communities.

attack increased quickly at first, then increased slowly, and
eventually converged.

B. VERIFICATION OF THE VALIDITY OF THE COMMUNITY
NUMBER EVOLUTION MODEL OF PUBLIC OPINION
To verify the validity of the above-mentioned CNEM, this
study needs to be carried out in two aspects: verifyingwhether
CNPM can meet CNEM which is the basic of that model,
and verifying whether CNEM meets the actual situation at
each moment. Firstly, the increase and decrease speed of the
number of communities obtained by CNEMwas fitted to that
obtained by CNPM. Then, the results of CNEMwere fitted to
the result of community number obtained by the modularity-
based algorithm and DCD algorithm. According to the fitting
results, if the results of CNPM were correlated to the results
of CNEM, it can be proved that CNPM has a correlation
with its basic model. If the result of CNEM and CNPM were
related to the result of the modularity-based algorithm and
DCD algorithm, it can be proved that the two methods of
obtaining the community number proposed in the paper are
effective.

This paper expands the model fitting experiment based
on the acquired data, and the parameters α = 0.15,
β = 0.26. At the same time, the corresponding analysis and
prediction were carried out. The change speed of the number
of particles caused by the node filling was CNEM_inc(t),
and the fitting result was shown in Figure 6. The change
speed of the number of particles caused by the community
merging was CNEM_dec(t), and the fitting result was also
shown in Figure 6. Among them, CNPM_inc(t) represented
the speed of the increase of the community number cal-
culated by CNPM. CNPM_dec(t) represented the decrease
speed calculated by that model. In Figure 6, the abscissa
‘‘Date’’ represented different dates and the ordinate ‘‘number
of particles’’ represents the change speed of the number of
communities. The speed value was the difference between
the number of communities on a given day and that before
the given day.

Cosine similarity was used to treat each set of correspond-
ing data as a vector and get the correlation degree between
the two sets of data by calculating the angle of the vector.
When the cosine similarity closes to 1, the two sets of data
were highly correlated. The Pearson correlation coefficient
was used to judge the correlation of the change speed between
the evolution model and prediction model. When the Pearson
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TABLE 2. Evaluation table of the fitting effect on CNPM_inc and
CNPM_dec.

TABLE 3. Comparison of the changes of the number of communities
obtained by the four methods.

correlation coefficient was greater than 0.6, the two sets of
data were considered to be correlated. When the value was
greater than 0.8, the data between the two sets is consid-
ered to be strongly correlated. The result of model fitting of
CNPM_inc and CNPM_dec was shown in Table 2.

It can be found from Table 2 that both the Cosine sim-
ilarity value and the Pearson correlation coefficient value
in the comparison of the two sets of data were close to 1.
Therefore, it can be explained that the change of the public
opinion community number caused by node filling and the
change of that caused by community merging are strongly
correlated with the estimated values based on the model.
It can be explained that the increase of the number of com-
munities caused by the filling of nodes and the decrease
of the number of communities caused by community merg-
ing can be predicted by CNEM_inc and CNEM_dec. The
advantage of this model is that the increasing and decreasing
speed of the number of public opinion communities can be
obtained respectively. And CNPM_inc(t) and CNPM_dec(t)
can predict the condition of the rapid growth or rapid aggre-
gation of public opinion networks. CNPM(t) can be get by
combining CNPM_inc(t) and CNPM_dec(t). CNPM(t) is
the speed change value of community number prediction
model. At the same time, in order to verify that the CNPM(t)
value of the model was valid for the estimated community
number, modularity-based algorithm and DCD algorithm
were introduced for comparison [36], [22]. The compari-
son of the changes of the number of communities obtained
was shown in Table 3. The column named ‘‘Date’’ repre-
sents the date. ‘‘CNEM’’, ‘‘Modularity-based’’, ‘‘DCD’’ and
‘‘CNPM’’ respectively represented the change speed of the
communities number obtained by CNEM, the change speed
of the communities number obtained by themodularity-based
algorithm, the change speed of the communities number
based on DCD algorithm and that obtained by CNPM on the
corresponding date.

FIGURE 7. Time spent record.

TABLE 4. Correlation table of CNEM and CNPM.

In the analysis of the 2017 London Bridge attack,
the CNEM spent 40.990 seconds, the module-based algo-
rithm spent 31.747 seconds, and the DCD algorithm spent
69.516 seconds. The input data of CNPM is the network
structure and the number of communities in the previous time
slice, and the output can be completed by direct calculation,
so CNPM spent 0.007 seconds only. The time consumption
recorded at each time slice is shown in Figure 7.

Code run times would be influenced by many factors, such
as coding habits and configuration of experimental equip-
ment, so the listed code run times are for reference only.

The results of the changes in the number of communities
obtained by the above four methods were analyzed accord-
ing to the Pearson correlation coefficient, and the results of
comparison were shown in Table 4.

Based on the comparison of four sets of data in Table 4 and
the Pearson correlation coefficient, it can be concluded that
the speed values based on CNPM, the modularity-based algo-
rithm, DCD algorithm and the speed change values of the
community based on CNEM have a correlation with each
other. The model fitting can be completed, and the model
fitting diagram was shown in Figure 8. Moreover, CNEM,
CNPM and modularity-based, DCD algorithm can complete
model fitting, which indicated that the community num-
ber evolution model and prediction model can get effective
prediction results.

In Figure 8, ‘‘CNEM’’ represented the speed of change of
the number of communities calculated by CNEM, ‘‘CNPM’’
represented the change speed of the number of commu-
nities predicted by community number prediction model,
‘‘DCD’’ represented that calculated by DCD algorithm, and
‘‘Modularity-based’’ represents that based on the modularity-
based algorithm. It can be found from the results of
Figure 8 that the model fitting curve and the result of
modularity-based algorithm, DCD algorithm are basically
consistent, and the model fitting effect is good. In addition,
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FIGURE 8. Model fitting diagram of the prediction of the number of
communities by the four methods.

the results of the four methods in the fitting diagram are sig-
nificantly higher than zero at the beginning and then less than
zero, gradually approaching zero over time. This feature also
confirmed the existence of the ‘‘phase-like phase’’ feature.
Based on the above analysis, CNPM proposed in this paper
can fit the changes in the number of communities, and the
model can provide the speed of new community increase and
the speed of community merging in the process of opinion
propagation.

V. CONCLUSION
In the beginning, this paper analyzed and evaluated the exist-
ing public opinion evolution models and points out their
two shortcomings. Firstly, the past public opinion evolution
models were all carried out on static social networks, ignor-
ing the changes in social networks with the public opinion
evolving. Secondly, community is an important feature of
human activity, which was ignored in the previous opinion
evolution model. In order to solve the above problems, this
study firstly used the nodes filling method in constructing the
social network to simulate the dynamic generation process of
the social network. Secondly, based on stochastic competitive
learning, the community number evolution model of public
opinion had been proposed. Then, this study built community
number prediction model based on the above two points.
On the one hand, the model realized the research of the
evolution rule of the community number in the public opinion
propagation and the analysis of the time series of the public
opinion propagation network. On the other hand, the model
can analyze the increase and the merger of the community
in the evolution of public opinion. What’s more, the model
also found and proved the phenomenon of ‘‘phase transition’’
in the evolution of public opinion communities. Finally, this
study validates the validity of the model with the combining
of the data of the 2017 London Bridge attack.

APPENDIX
The code and data involved in this paper are
here: https://github.com/youguqiaomu/improved-stochastic-
competition-learning
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