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ABSTRACT Herein, noise, gain and port mismatchings of a microwave small-signal transistor are expressed
as all the set of acceptable Pareto optimal solutions and trade-off relations within the device operation
(VDS, IDS, f ) domain without any need of expert knowledge of microwave device. In this multi-objective
optimization problem, non-dominated sorting genetic algorithm (NSGA) -III is applied to an ultra-low noise
amplifier (LNA) transistor NE3511S02 (HJ-FET) where the noise Freq ≥ Fmin and output mismatching
Voutreq ≥ 1 are preferred as the reference points, while the input mismatching Vinopt ≥ 1 and gain GTmax
are optimized with respect to source ZS and load ZL within the unconditionally stable working area. Thus,
diverse set of the Pareto optimal (the required noise Freq, the optimum input Vinopt, the required output
Voutreq, the maximum transducer gain GTmax) quadruples are resulted from a fast search of the solution
space. Furthermore, the optimum bias condition (VDS, IDS) and sensitivities of the terminations to fabrication
tolerances are also determined using the cost analysis in the operation domain for the required Pmax, IDSmax
and performance quadruple. Finally, this work is expected to enable a designer to provide the feasible design
target space (FDTS) consisting of all trade-off relations among all the transistor’s performance ingredients
to be used in the challenging LNA designs.

INDEX TERMS Non-dominated sorting genetic algorithm, Pareto optimal solutions, optimization,
impedance mismatching, transducer gain, noise figure.

I. INTRODUCTION
Today ultra-wide band (UWB) transceiver integration
requires miniature UWB low noise amplifier (LNA) design
with low-power consumption from a low-level battery having
high gain, low noise, low input and output voltage standing
wave ratio (VSWR). These stringent requirements necessitate
a challenging single transistor LNA design optimization.
Whatever optimization algorithm and technology are used
in this design optimization problem, the most significant
ingredient is the feasible design target space (FDTS), since
the major challenge in this design problem is to enable the
transistor to amplify subject to its physical limitations and
trade-off relations among its noise, gain and mismatching
at its input and output ports. This FDTS problem has been
worked out in the following two stages: (i) Firstly signal and
noise parameters of the transistor are modelled throughout
its operation domain (VDS, IDS, f ) using either the artifi-
cial intelligence tools or novel optimization methods using
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the limited number of the measurements, in the form of
respectively, the black-box or multi-bias equivalent circuit
with the typical works respectively, in [1]–[4] and [5]–[7].
In fact these complete modelling methods can also be applied
even on the wafer fabricated transistor whose packaging
parasitic effects are avoided, since nowadays very accurate
S- and noise parameter measurement theory and techniques
for on wafer fabricated transistors are available with the
typical works [8]–[11]; (ii) The second stage is to solve the
transistor’s highly nonlinear small-signal performance equa-
tions with respect to source (ZS) and load (ZL) terminations
either analytically or numerically, resulting simultaneous
performance (Freq ≥ Fmin, Vin ≥ 1 (LNA input VSWR),
GTmin ≤ GT ≤ GTmax) / (Freq ≥ Fmin, Vout = 1 (LNA
output VSWR), GTmax) triplets or (Freq ≥ Fmin, Vin ≥ 1,
Voutreq ≥ 1, GTmin ≤ GT ≤ GTmax) quadruples [12]–[19].
To the best knowledge of the authors, the first time in the
literature, (Freq ≥ Fmin, Vin ≥ 1, Voutreq ≥ 1, GTmin ≤

GT ≤ GTmax) quadruples have been determined by solving
the highly nonlinear performance equations of a microwave
transistor analytically in [15] and with single-objective (SO)

47900 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0002-0949-3687
https://orcid.org/0000-0002-5580-1687
https://orcid.org/0000-0002-3351-4433


F. Güneş et al.: Pareto Optimal Characterization of a Microwave Transistor

FIGURE 1. NSGA-III for the transistor Pareto optimal characteristics.

multi-objective optimization methods in [19] within its oper-
ation (VDS, IDS, f ) domain subject to the physical realiz-
ability conditions. In these both analytical and optimization
methods, the noise Freq ≥ Fmin and output mismatching
Voutreq ≥ 1 have been preferred as the reference points.
In the analytical approach [15], firstly source impedance ZS
has been determined so that the maximum available gain has
been ensured for the required noise Freq ≥ Fmin. Finally the
optimum input VSWR Vinopt, the corresponding maximum
gain GTmax and the required output VSWR Voutreq ≥ 1 have
been achieved using load impedance ZL as an instrument
according to the equality GT (ZS, ZL) = Gop(ZL) (1−(|Vin|−

1/|Vin| + 1)2 = Gav (Zs) (1 − (|Vout| − 1/|Vout + 1|)2,
where Gop(ZL) and Gav(Zs) are the operating and available
gain, respectively. Thus, the optimum trade-off relations can
be obtained among gain GT(f ), noise F(f ), and mismatch
losses at the input Vin(f ) ≥ 1 and output Vout(f ) ≥ 1.
However, for the optimization methods, expert knowledge
on the transistor’s small-signal and noise performance the-
ory are not needed. In [19], the performance quadruples
are obtained solving a single-objective (SO) optimization
problem. In other words, all the objectives are aggregated in a
single weighted function and solved by novel meta-heuristic
intelligent algorithms, which are cuckoo search, differential
evolution, fire fly algorithms.

However, an aggregated SO optimization problem has the
following limitations (i) The aggregated function leads to
only one solution that cannot be guaranteed better than the
others; (ii) Trade-offs between objectives cannot be easily
evaluated and (iii) The solution may not be attainable unless
the search space is convex. On the other hand, multi-objective
(MO) optimization problems involve more than one objective
function that are to be minimized or maximized; answer is
set of solutions that define the best trade-off between com-
peting objectives. Furthermore, Pareto optimal set is the non-
dominated solution set that is a set of all the solutions that are
not dominated by any member of the solution set.

In literatureMO in the sense of Pareto optimality is applied
to the problems in the various disciplines from economics to
the engineering. Typical works can be given for economic

TABLE 1. Definition of the performance quadruples.

emission dispatch [20], job shop [21], virtualization network
functions (VNF) [22], tuition fees [23], on the power distribu-
tion [24], the microwave filter design [25], device modelling
and LNA design [26]–[30], and antennas [31], [32].

In this work, our aim is to determine all the set of accept-
able Pareto optimal solutions and their trade-off relations of
the transistor’s small–signal performance equations within
the operation (VDS, IDS, f ) domain. For this purpose, user-
preference based non-dominated sorting genetic algorithm
(NSGA) -III is used, where the noise Freq ≥ Fmin and
output mismatching Voutreq ≥ 1 are chosen as the reference
points. This technique requires less computational resources
by performing more focused and guided search rather than
approximating entire Pareto optimal front. NSGA-III uses
the framework of NSGA-II, but works with a set of sup-
plied or pre-defined reference points and demonstrate its
efficacy in solving two-objective to 15 objective optimization
problems [33], [34].

NSGA-III is worked out in the study case in following
stages:

(i) NE3511S02 [35] is chosen as a test vehicle for which,
10×4050 Pareto optimal solutions are generated in the Pareto
archive for 10 different runs of genetic algorithm (GA) for
each (Freq ≥ Fmin, Vinopt, GTmax, Voutreq ≥ 1) quadruple
within the region Fmin ≤ Freq ≤ 1.3 and 1 ≤ Voutreq ≤ 1.2 at
each sample frequency between 7GHz - 18GHz. Approx-
imately % 10 of these Pareto optimal (≈40500) solutions
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TABLE 2. Pareto optimal and analytical results for the (Freq = Fmin, Vinopt, GTmax, Voutreq = 1.2) quadruple of NE3511S02 biased at VDS = 2V and
IDS = 10mA.

TABLE 3. Pareto optimal and analytical results for the (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.1) quadruple of NE3511S02 biased at VDS = 2V and
IDS = 10mA.

are selected as feasible solutions to build up a Pareto front.
It should be emphasized that these 40500 Pareto optimal
solutions correspond to each single analytical / SO optimized
solution at an operation frequency since it contains all the
optimal solutions from an ‘‘overall’’ standpoint; unlike SO
optimization that may ignore this trade-off viewpoint.

(ii) Thus 5 Pareto optimal characteristics (POCs) are built
up using Pareto quadruples within the region Fmin ≤ Freq ≤
1.3 and 1 ≤ Voutreq ≤ 1.2, for each of which independent

selection criterion applied to the Pareto optimal solutions
within 7GHz - 18GHz bandwidth.

(iii) In order to determine the Pareto optimal solu-
tions, an individual criterion is defined to each Pareto
quadruples and the selected solutions are used to build
up the POCs of the transistor. Then these POCs are
compared with their counterpart analytical characteristics.
All these stages can be followed from the flow diagram
in Figure 1.
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FIGURE 2. Averaged convergence characteristics of the 4 different
objective function pairs for the: (A) (Freq = Fmin, Vinopt, GTmax,
Voutreq = 1.2) at 12 GHz, (B) (Freq = 1.2, Vinopt, GTmax, Voutreq = 1.2) at
15GHz, (C) Minimum total cost for (Freq = 1.3, Vinopt, GTmax,
Voutreq = 1.1) quadruple over (10 GHz-16GHz), of NE3511S02 at bias
condition (2V, 10 mA).

(iv) Besides, the optimum bias condition (VDS, IDS) for
a required maximum power dissipation Pmax, current IDSmax
and performance quadruple are determined the minimal total

FIGURE 3. Typical cost and FEN variations with iteration for the best
performance chosen among 10 runs for (Freq = 1.3, Vinopt, GTmax,
Voutreq = 1.2) quadruple, at VDS =2V, IDS = 10mA and 12GHz: (A)
Crossover percentage = 0.5, mutation = 0.5 as population taken as
parameter, (B) Population = 50 as crossover (PC), mutation (Pm), and
maximum iteration = 80 are taken as user defined parameters.

cost analysis along the operation bandwidth resulted from the
optimizations.

(v) Moreover, Monte Carlo analysis is also made to deter-
mine sensitivities of the feasible source and load terminations
to fabrication tolerances for a chosen optimal bias condition
and performance quadruple.

Linearity evaluation of a small–signal transistor can also be
implemented to our GA characterization approach provided
that the device’s transfer characteristic is defined. Thus, non-
linearity for a small deviation around a bias condition can be
expressed by a Taylor series and neglecting terms with the
higher than third degree, 1dB compression point (PL1) and
third order intercept point (IP3) can be calculated [36]–[39].
Finally, the device’s linearity performance can be evaluated
by adjacent channel power ratio (ACPR) using PL1 and IP3 at
the considered bias condition [40].

Pareto optimization is applied using the final version
NSGA-III in MATLAB 2018. The basic framework of the
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FIGURE 4. Pareto quadruples of (Freq = Fmin, Vinopt, GTmax, Voutreq =
1.2) quadruple for NE3511S02 applying the criterion Vin < 3 and Vout <

Voutreq × 1.03 and F < Freq × 1.03 at bias condition (2V, 10mA): (A)
12GHz, (B) 14GHz, (C) 16GHz.

proposed multi-objective NSGA-III is similar to the original
NSGA-II algorithm [33] with the significant changes in its
selection operator. But, unlike in NSGA-II, the maintenance
of diversity among population members in NSGA-III is aided

FIGURE 5. Pareto quadruples of (Freq = 1.3, Vinopt, GTmax, Voutreq =
1.2) quadruple for NE3511S02 applying the criterion Vin < 1.6 and Vout <

Voutreq × 1.03 and F < Freq × 1.03 at bias condition (2V, 10mA): (A)
10GHz, (B) 14GHz, (C) 16GHz.

by supplying and adaptively updating a number of well-
spread reference points with details in [33], [34].

The paper is organized as follows: In the next section,
Pareto optimality and flow diagramme of NSGA-III for the
transistor POCs will be given briefly. In the third section,
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small-signal performance behavior of a LNA transistor will
be formulated as a two-port via the system theory and ref-
erence points and objectives will also be defined. Then the
fourth section gives study case building the POCs using
the pre-defined reference points and objective functions in
details. Finally, paper ends with the conclusions.

II. PARETO FRONT
A. GENERIC FORMULATION OF MULTI-OBJECTIVE
OPTIMIZATION
Aminimization multi-objective optimization problem with N
objectives is defined as:

Minimize Ey = F(Ex) = [f1(Ex), f2(Ex), . . . . . ., fN(Ex)]T

Subject to gj(Ex) ≤ 0, j = 1, 2, . . . . . . ,M
where Ex = [x1, x2 . . . ., xp]t ∈ �
Ey is the objective vector, the gj s represent the constraints
and Ex is a P-dimensional vector representing the decision
variables within a parameter space �. The space spanned
by the objective vectors is called the objective space. The
subspace of the objective vectors that satisfies the constraints
is called the feasible space.

B. PARETO OPTIMALITY
A solution Ea is said to be Pareto optimal if and only if there
does not exist another solution that dominates it. In other
words, solution cannot be improved in one of the objec-
tives without adversely affecting at least one other objective.
The corresponding objective vector F(Ea) is called a Pareto
dominant vector, or non-inferior or non-dominated vector.
The set of all Pareto optimal solutions is called the Pareto
optimal set. The corresponding objective vectors are said to
be on the Pareto fronts. It is generally impossible to come
up with an analytical expression of the Pareto front. Fig-
ure 1 gives the flow diagram to be followed to obtain POCs
of a microwave transistor. In the next section, the objective
functions, decision variables and feasibility conditions will
be given for multi-objective optimization of the performance
characterization of a microwave transistor.

III. REFERENCE BASED MULTI-OBJECTIVE FORMULATION
OF THE PERFORMANCE CHARACTERIZATION
A. PERFORMANCE MEASURES
Performance measures of a LNA transistor can be evaluated
by the following noise figure F, gain GT, input Vin and
output Vout VSWRs of a microwave transistor mismatching
functions [15], [19], [41], [42]:

F =
input( signal powernoise power )

output( signal powernoise power )
= F(ZS )

=Fmin +
Rn|ZS − Zopt |2

|Zopt |2RS
(1)

GT (ZS ,ZL) =

power delivered
into the load

avaible
source power

FIGURE 6. Comparison of the analytical and Pareto solutions for the:
(A) (Freq = Fmin, Vinopt, GTmax, Voutreq = 1.2), (B) (Freq = 1.3, Vinopt,
GTmax, Voutreq = 1.1), (C) (Freq = 1.3, Vinopt, GTmax, Voutreq =1.2),
quadruple of NE3511S02 at bias condition (2V, 10 mA).

=
4RSRL |z21|2

|(z11 + ZS )(z22 + ZL)− z12z21|2
(2.1)

GAV =
available output power
avaible input power

= GAV (ZS )
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FIGURE 7. Input VSWR (Vin) and maximum gain (GTmax) variations of
NE3511S02 applying the criteria Vout < Voutreq × 1.03 and F < Freq × 1.03
at bias condition (2V, 10mA): (A) Voutreq = 1.2 and taking Freq,
as parameter, (B) Freq = 1.3 and taking Voutreq as parameter.

=
|z21|2

|z11 + ZS |2
RS
Rout

(2.2)

Vin =Vin(ZS ,ZL) =
1+ |ρin|
1− |ρin|

, (3.1)

where|ρin|2 =
reflected power at the input port

input power

= |
Zin − Z∗S
Zin + ZS

|
2
≤ 1 (3.2)

Vout =Vout (ZS ,ZL) =
1+ |ρout |
1− |ρout |

, (4.1)

where|ρout |2 =
reflected power at the load

load power

= |
Zout − Z∗L
Zout + ZL

|
2
≤ 1 (4.2)

The physical realizability conditions can be given as

Re{Zin} = Rin = Re{z11 −
z12z21
z22 + ZL

} > 0 (5)

FIGURE 8. Averaged minimum total cost over (10GHz -16GHz) and FEN
variations of NE3511S02 for 4 different bias conditions cases of the
(Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple.

FIGURE 9. Vin and Gain GT variations against frequency of NE3511S02 for
(Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple and taking 4 bias
conditions as parameters.

Re{Zout } = Rout = Re{z22 −
z12z21
z11 + ZL

} > 0 (6)

F ≥ Fmin, Vin ≥ 1, Vout ≥ 1,

GTmin ≤ GT ≤ GT max (7)

where the conditions given by (5) and (6) ensure the stable
operation of the active device, while the inequalities in (7)
guarantees the performance ingredients to remain within the
physical limitations of the device.

B. OBJECTIVE FUNCTIONS AND PERFORMANCE
QUADRUPLES
Among the measure functions given by (1)-(4), the noise
figure F and output Vout VSWR are chosen as the reference
points, thus 5 performance quadruples are computed as given
in Table 1. Accordingly, the following four objective pairs are
defined at the selected frequency in the study case:

Objective function 1

OF11 = min{e−GTi/A + B|Fi − Freqi|} (8.1)

OF12 = min{C|Vini| + D|Vouti − Voutreqi|} (8.2)
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TABLE 4. Pareto optimal and analytical results for the (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple of NE3511S02 biased at VDS = 2V and
IDS = 10mA.

Objective function 2

OF21 = min{e−GTi/A + B|Vouti − Voutreqi|} (9.1)

OF22 = min{C|Fi − Freqi| + D|Vini|} (9.2)

Objective function 3

OF31 = min{e−GTi/A ++B|Vini|+C|Vouti−Voutreqi|}

(10.1)

OF32 = min{D|Fi − Freqi|} (10.2)

Objective function 4

OF41 = min{e−GTi/A} (11.1)

OF42 = min{B|Fi − Freqi| + C|Vini| + D|Vouti − Voutreqi|}

(11.2)

where Freqi ≥ Fmini and Voutreqi ≥ 1, i = 1, 2 . . . , 5 are
supplied as the reference points which take the values given
in Table 1 as the pre-defined 5 performance quadruples. Each
objective function pair is used to form a single cost function
as follows:

cost = OFi1 + OFi2, i = 1,2. . . ,4 (12)

Since independent analysis must be made for each pre-
defined performance quadruple at each sample frequency,
therefore the objective function pair to be used in the related
Pareto optimization process must be determined separately
as the one function pair having the minimum averaged cost
taken over the 10 runs among the (OFi1 + OFi2) i = 1, . . . 4
in (8.1) - (11.2).

In this optimization process decision variables are the
real (Rs, RL) and imaginary (Xs, XL) parts of the source
ZS and load ZL impedances, respectively. All the weighting

coefficients are taken as unity throughout all the cases since
all the requirements have been considered as having equal
significance.

In the optimization process, we work out with the feasible
solutions of the performancemeasure equations given by (1) -
(4) taken place within the unconditionally stable working area
(USWA) defined by the eqs. (5) - (7), therefore finite gains
are interested with the feasible passive terminations having
RS >10� and RL >10�. Besides, since GA is a randomly
initialized algorithm at each run of the algorithm different
solution can be obtained. Thus, for a precise performance
evaluation of the Pareto front belonging to each performance
(Freq, Vinopt, GTmax, Voutreq) quadruple at each sample fre-
quency, at least 10 different runs of NSGA-III are required to
obtain the best, worst solution values with using an objective
function pair in (8.1) - (11.2).

In the next section, a study case will be presented
choosing a LNA transistor NE3511S02 as a test vehicle
whose Pareto fronts will be computed at the bias condition
VDS = 2V and IDS = 10mA for the frequency between
9GHz - 18GHz.

IV. STUDY CASE
A. OBJECTIVE FUNCTION PAIR
In order to obtain the Pareto fronts, firstly, the objective func-
tion pair with theminimum averaged cost must be determined
for each pre-defined performance quadruple at each sample
frequency. For this purpose, the NSGA-III is implemented to
each pre-defined performance quadruple at table 1 at each
sample frequency using each the objective function pair given
by (8.1) - (11.2) using the default parameters of maximum
iteration = 50, population = 50, crossover percentage =
0.5 and mutation = 0.5. Thus, 25000 results are obtained to
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TABLE 5. The best and worst cost values of 10 different runs for bias domains.

TABLE 6. Best, worst and mean cost results obtained from 10 different runs for NSGA-III of (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple at
VDS = 2V and IDS = 5mA.

TABLE 7. Best, worst and mean cost results obtained from 10 different runs for NSGA-III of (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple at
VDS = 2V and IDS = 7mA.

be averaged for each objective function pair at each sample
frequency. Objective function pair OF41+OF42 (11.1) - (11.2)
is resulted for the objective function pair to be used for each
performance quadruple at each sample frequency that can
be seen from the typical convergence variations of all the
possible cost functions given in Figures 2A, 2B and 2C.

B. OPTIMAL ALGORITHM PARAMETER SET SELECTION
The default parameters of the NSGA-III algorithm are given
as maximum iteration = 50, population = 50, crossover
percentage (Pc) = 0.5 and mutation (Pm) = 0.5. In this study
case, maximum number of iteration = 80, population = 50,
crossover percentage= 0.3 andmutation= 0.8 are used as the
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TABLE 8. Monte Carlo analysis results for (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple at VDS = 2V and IDS = 7mA.

TABLE 9. Comparison between the computed values presented in Table 7 and the circuit simulator results.

optimum parameter set which is found from the Case-5 cor-
responding to the (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2)
quadruple at the operation condition of 2V, 10mA, 12GHz.
Comparison between cost and function evaluation number
(FEN) variations for the default and optimum parameter sets
of NSGA-III algorithm are given in Figures 3A and 3B.

C. PARETO QUADRUPLES
Pareto (Freq, Vinopt, GTmax, Voutreq) quadruples of the tran-
sistor NE3511S02 are obtained for five (Freq, Voutreq) pairs
which are (Fmin, 1.2), (1.1, 1.2), (1.3, 1), (1.3, 1.1) and (1.3,
1.2) as given in Table 1 for bias condition of 2V, 10mA.
10 × 4050 Pareto optimal solutions are resulted from the
10 different runs of NSGA-III using the objective function
(OF41, OF42) pair at each sample frequency forming the
Pareto front. The required Pareto (Freq, Vinopt, GTmax, Voutreq)
quadruples at each sample frequency are generated analyzing
these 10 × 4050 data based upon the required criterion.
Thus typical Pareto quadruples of NE3511S02 can be seen
from Figures 4A, 4B and 4C and Figures 5A, 5B and 5C,
taken place on the Vin - GT plane at 10GHz, 12GHz, 14GHz
and 16GHz, belonging to the (Freq = Fmin, Vinopt, GTmax,
Voutreq = 1.2) and (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2)
quadruples, respectively. Pareto (Freq, Vinopt, GTmax, Voutreq)

quadruples in Figures 4A, 4B and 4C and Figures 5A, 5B and
5C guarantee Vin < 3 or Vin < 1.6 and Vout <Voutreq×1.03
and F < Freq × 1.03, respectively within the 10 × 4050
Pareto optimal solutions as pointed out in the related figures.
It should be noted that, the selected performance criterions
might bring limitations to the operation band. Thus, in order
to extend the operation band, one might consider to loosen
the strict conditions of Pareto (Freq, Vinopt, GTmax, Voutreq)
quadruples at expense of the increased cost function value
for extending the operation bandwidth.

D. PARETO OPTIMAL CHARACTERISTICS
Pareto optimal characteristics (POCs) are built up in the
(VSWR/GT) – f plane using the Pareto quadruples having
the minimum cost (OF41+OF42), in the other words the best
quadruples at each operation frequency. For the purpose of
comparison Pareto optimal and the corresponding analytical
characteristics [15], the quadruples (Freq = Fmin, Vinopt,
GTmax, Voutreq = 1.2), (Freq = 1.3, Vinopt, GTmax, Voutreq =

1.1) and (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) within
the 7GHz - 18GHz band are combined as graphics in Fig-
ures 6A, 6B and 6C and numerical in Table 2-4, respectively.
Here it should be noted that the analytical solution leads
to only one solution, whereas Pareto optimization finds out
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FIGURE 10. Best, worst and mean Pareto characteristics of 10 different
runs for (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple at bias
condition (2V, 5mA).

FIGURE 11. Best, worst and mean Pareto characteristics of 10 different
runs for (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple at bias
condition (2V, 7mA).

the solution set around. Here, one can infer that diversity
property of NSGA-III brings out superior characteristics of
the transistor’s potential performance that cannot be obtained
easily from the analytical work. Thus, Figures 7A and 7B
give comparative (Vin / GT) – f variations built up within
10GHz–16GHz.

E. OPTIMUM BIAS CONDITION
The optimum bias condition will be determined within
10GHz–16GHz band for the considered performance quadru-
ple. For this purpose, firstly the bias conditions (VDS, IDS)
are chosen satisfying IDS ≤ Imax and VDS × IDS ≤ Pmax
where Imax and Pmax are pre-determined. The criterions can
be selected to take sum of the best (13) or worst (14) costs
chosen among 10 runs at each operation frequency:

total cost =
∑16GHz

j=10GHz
min{NORi{min(OF41j + OF42j)}}

(13)

FIGURE 12. Target, worst and mean: (A) Vinopt (B) GT variations for
(Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple of
NE3511S02 resulted from Monte Carlo analysis at bias condition (2V,
7mA).

FIGURE 13. AWR schematic of the LNA model.

total cost =
∑16GHz

j=10GHz
max{NORi{min(OF41j + OF42j)}}

(14)

where, i: 1, 2 . . . , 10, NOR: Number of run.
The power-based analysis for 10, 14, 20 and 30mW are

given in Table 5 for the (Freq = 1.3, Vinopt, GTmax, Voutreq =

1.2) quadruple whose cost and FEN variations with iteration
are shown for the considered bias conditions in Figure 8.
Besides (Vin / GT) – f variations for the (Freq = 1.3,
Vinopt, GTmax, Voutreq = 1.2) quadruple are given for all the
considered bias conditions in Figure 9. Furthermore, the best
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FIGURE 14. AWR schematic of the LNA model.

TABLE 10. Pareto optimal and network matching results for the (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple of NE3511S02 biased at VDS = 2V
and IDS = 7mA.

and worst cost values can be seen in Table 5 for the chosen
conditions. Moreover, the worst, mean and best cost values
of the (Freq = 1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple
at bias conditions (2V, 5mA and 2V, 7mA) can be followed
at each operation frequency as numerical and graphics from
tables in Tables 6-7 and Figures 10-11, respectively.

F. MONTE CARLO ANALYSIS
In this work, briefly using NSGA-III, we have determined
compatible (Freq ≥ Fmin, Vinopt, GTmax, Voutreq ≥ 1) quadru-
ples with their (ZS, ZL) terminations with Re{ZS} > 0 and
Re{ZL} > 0 over the operational bandwidth of a LNA tran-
sistor as functions of the device’s operation parameters (VDS,
IDS, f ) where VDS, IDS stand for bias voltage and current
respectively; f is the operation frequency. As reference to net-
work theory, realizability of the passive (ZS, ZL) termination
pair is based upon the fundamental theorem of Darlington
which expresses that any impedance function Z(ω) = R(ω)+
jX(ω) with R(ω) > 0 within the operational bandwidth can
be realized by a (L-C) two-port terminated by 1�. In fact,
we have a work [43] using Darlington theorem on realization
of the potential performance terminations of a transistor.
However, these realizations are ideal, in practical situations
reactive components L, C have losses which entail detrimen-
tal effects on the performance of the network, but this situ-
ation is inevitable. These detrimental effects are accounted
by randomly changing real and imaginary parts of both the
source and load terminations via Monte Carlo analysis.

Monte Carlo analysis is applied for (Freq = 1.3, Vinopt,
GTmax, Voutreq = 1.2) quadruple for the bias condition (2V,
7mA). In this analysis, each of real (Rs, Xs, RL, XL) variables
is changed randomly in the range of (±5%) about their opti-
mal values at each sample frequency, thus total 10000 random
source and load termination couples are generated for each
sample frequency, then the worst and mean values are deter-
mined after the performance analysis has been completed
for each randomly generated source and load couple. Results
of Monte Carlo analysis can be followed as numerical and
graphics from Table 8 and Figures 12A and 12B respectively.
From this analysis, it can be inferred that the ZS and ZL
terminations are weakly sensitive to the tolerances for (Freq =
1.3, Vinopt, GTmax, Voutreq = 1.2) quadruple. Furthermore, a
circuit simulation is also completed giving the optimal ZS and
ZL termination couples to the AWR simulator (Figure 13),
the resulted performance ingredients are given in Table 9 as
compared with the Pareto optimal values.

G. TYPICAL APPLICATIONS
In [43], L-C front-end and back-end matching circuits of a
LNA transistor are designed to provide its source ZS and load
ZL terminations of its required compatible (Freq ≥ Fmin,
Vinreq, GTmax) triplet over the predetermined bandwidth B
between fmin and fmax operation frequencies.

Besides we carried out design optimization process of a
microstrip LNA between 10GHz - 14GHz for NE3511S02 at
its optimal bias condition VDS = 2V and IDS = 7mA. In this
design optimization process, Pareto quadruple (Freq = 1.3,
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TABLE 11. Widths and lengths value of the matching networks in (mm).

Vinopt, GTmax, Voutreq = 1.2) and the associated source ZS
and load ZL, are used as the design target and the resulted
performance and element values are listed in Table 10 and
11, respectively. Furthermore, the circuit scheme is given
in Figure 14.

V. CONCLUSION
In this work, for the first time in the literature, a microwave
small-signal transistor’s potential performance is formulated
as a multi-objective optimization problem and expressed in
terms of the Pareto optimal solutions and trade-off relations
that cannot be obtained with either analytical or single-
objective optimization. Briefly, all these Pareto optimal solu-
tions cover all the capability of the transistor‘s performance
itself. Physical features of these solutions can also be investi-
gated using the analytical work in [15]. Thus, FDTS ingredi-
ent of the LNA design optimization problem can be built up
completely without any expert knowledge, obtaining all the
set of acceptable non-dominated solutions with together with
their trade-off relations within the device operation (VDS, IDS,
f ) domain. For this purpose, user-preference based NSGA-
III is used, where the noise Freq ≥ Fmin and output mis-
matching Voutreq ≥ 1 are chosen as the reference points.
NSGA-III uses the framework of NSGA-II, but works with
a set of supplied or pre-defined reference points and demon-
strate its efficacy in solving two-objective to 15 objective
optimization problems. Furthermore, analyses of ‘‘Optimum
Bias Condition’’ and ‘‘Detrimental effects of the Termination
Tolerances’’ are also completed.

Moreover, a typical LNA transistor NE3511S02 is consid-
ered as a study case and its potential performance and trade-
off relations are derived for its operation between 10GHz
and 16GHz at VDS = 2V and IDS = 5, 7, 10 and 15mA.
Thus, all the (Freq ≥ Fmin, Vin ≥ 1, GTmin ≤ GT ≤

GTmax) quadruples can be obtainedwith their feasible (Source
ZS, Load ZL) termination pairs within the device operation
domain of (VDS, IDS, f ) so that all the possible LNA designs
can be overviewed.

It can be concluded that any challenging LNA design
can be achieved using this work combining with the novel
algorithms and technology.
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