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ABSTRACT A novel trial for estimating popularity of artists in music streaming services (MSS) is presented
in this paper. The main contribution of this paper is to improve extensibility for using multi-modal features
to accurately analyze latent relationships between artists. In the proposed method, a novel framework
to construct a network is derived by collaboratively using social metadata and multi-modal features via
canonical correlation analysis. Different from conventional methods that do not use multi-modal features,
the proposed method can construct a network that can capture social metadata and multi-modal features,
i.e., a context-aware network. For effectively analyzing the context-aware network, a novel framework to
realize popularity estimation of artists is developed based on network analysis. The proposed method enables
effective utilization of the network structure by extracting node features via a node embedding algorithm.
By constructing an estimator that can distinguish differences between the node features, the proposedmethod
can archive accurate popularity estimation of artists. Experimental results using multiple real-world datasets
that contain artists in various genres in Spotify, one of the largest MSS, are presented. Quantitative and
qualitative evaluations show that our method is effective for both classifying and regressing the popularity.

INDEX TERMS Music, social network services, complex networks, prediction algorithms, classification
algorithms.

I. INTRODUCTION
A large number of artists and users have utilized music
streaming services (MSS) such as Spotify 1 and Apple
Music 2 to upload artists’ audio tracks [1] or listen to users’
desired audio tracks [2]. In this situation, a system that can
estimate popularity of artists can benefit artists to plan for
improving their popularity. Specifically, artists can observe
effects of uploading their audio tracks or information such
as texts of a biography by simulating a change of popular-
ity via the estimation system (see Fig. 1). Thus, there is a

The associate editor coordinating the review of this manuscript and
approving it for publication was Michael Lyu.

1https://www.spotify.com/
2https://www.apple.com/music/

great demand for estimation of the popularity of artists in
MSS [3]–[5].

To the best of our knowledge, however, there have been
few works on automatic estimation of the popularity of artists
in MSS, though some methods for simply formulating mea-
surements of their popularity have been proposed [6], [7].
However, when we spread the focus to multimedia con-
tents of social media, e.g., images, videos, microblogs and
audio tracks, many methods [8]–[25] have been proposed.
For realizing popularity prediction, most of these meth-
ods analyze content features (e.g., visual, textual and audio
features) based on various approaches such as regression
models [8]–[13] and deep-learning-based models [14]–[21].
If there are contents for which features are similar, these
methods [8]–[21] predict that these contents have similar
popularity. In other words, popularity predicted by these
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FIGURE 1. An example that shows the usefulness of popularity estimation.

methods depends only on content features. However, if these
methods are used to estimate the popularity of artists in MSS,
there may be cases in which content features are only a
part of the elements for estimating popularity. In MSS, there
are abundant social metadata to associate artists with each
other. It has been reported that social metadata in various
social media are effective for popularity prediction since
social metadata are attached by annotators after a semantic
understanding [26]. Therefore, utilizing social metadata as
well as content features is expected to be useful for realizing
successful popularity estimation.

In recent years, methods that construct a network for
which nodes are multimedia contents and links are defined
by social metadata [22]–[25] have attracted much atten-
tion. Since a network structure based on social metadata
can accurately represent relationships between multimedia
contents in social media [27], these methods enable accu-
rate popularity prediction. Here, artists in MSS have multi-
modal features such as features of their audio tracks and
their biographies, which characterize the artists. However,
conventional methods [22]–[25] do not have extensibility for
collaboratively using multi-modal features and social meta-
data. Thus, there is room for performance improvement by
extending conventional methods to an alternative method that
can collaboratively use them.

In this paper, we propose a novel method for a novel
trial of estimating the popularity of artists based on net-
work analysis. To the best of our knowledge, the method
presented in this paper is the first attempt to automatically
estimate the popularity of artists in MSS by collaborative use
of multi-modal features and social metadata. The technical
novelty of this paper is construction of a novel framework
that can use uni-modal or multi-modal features commonly
via analysis of a context-aware network, i.e., a network that
can capture not only social metadata but also multi-modal
features. The technical contribution of this paper is to improve

extensibility for using multi-modal features, which enables
accurate analysis of latent relationships between artists.
Specifically, we first construct the context-aware network
by utilizing audio features of artists’ audio tracks and
textual features of artists’ biographies and social meta-
data such as ‘‘related artists’’ via canonical correlation
analysis (CCA) [28]. Thus, we can accurately represent
relationships between artists. To effectively analyze the
context-aware network, we construct an estimator using node
features via node2vec [29]. Since the node features can rep-
resent characteristics of artists, the proposed method can
accurately classify whether an artist is popular or not by using
a classifier. Also, by using a regressor, we can estimate detail
scores of the popularity (popularity scores). Finally, we ver-
ify the effectiveness of the proposed method by presenting
results of experiments using multiple real-world datasets that
contain artists in various genres such as pop, rock, classi-
cal, jazz and reggae in Spotify, which is one of the largest
MSS.

II. RELATED WORKS
In this section, we explain recently published works on
prediction of the popularity of multimedia contents in
social media [8]–[25]. Analysis of content features in some
methods is based on various regression models such as
linear regression models [8]–[11] and decision tree regres-
sion models [11], [12]. Specifically, support vector regres-
sion (SVR) [30] is utilized for prediction of the popularity of
videos by analyzing visual features [8] and for prediction of
the popularity of images by analyzing visual and sentiment
features [9]. Huang et al. [10] fused multiple regression
models including k-nearest neighbors (kNN) and random for-
est [31] via SVR.Wang and Zhang [11] predicted the popular-
ity of images by constructing ridge regression (RR) [32] and
a gradient boosting regression tree (GBRT) [33]. Since these
methods distinguish differences between content features,
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FIGURE 2. Overview of context-aware network analysis for popularity estimation of artists.

their performance relies on discriminant power of the content
features.

To extract content features with high discriminant power,
methods based on deep leaning such as convolutional neu-
ral networks (CNNs) [14]–[19] and recurrent neural net-
works (RNNs) [20], [21] have been utilized. Mao et al. [14]
constructed a deep neural network that can predict the pop-
ularity of videos from features of attribute information of
videos such as genres. Fontanini et al. [15] constructed aCNN
based on visual and sentiment features of videos. In addi-
tion, some methods realize prediction of the popularity of
images by constructing CNNs with visual features [16] and
multiple features such as visual, textual and attribute fea-
tures [17]. For prediction of the popularity of audio tracks,
Yu et al. [18] used pre-trained music tagging CNN-based
audio features and constructed a CNN that is suitable for
popularity prediction. When constructing RNNs, long short-
term memory (LSTM) [34] is often utilized for predicting the
popularity of images [20] and videos [21]. In the above meth-
ods, predicted popularity depends only on content features.
However, if we adopt these methods [8]–[21], successful
popularity prediction cannot be realized in cases in which
content features are only part of the elements for predicting
popularity.

Since social metadata are effective for associating related
contents with each other [26], [27], methods that construct
a network for which nodes are multimedia contents and
links are defined by social metadata [22]–[25] have been
proposed. Specifically, the methods in the papers [22]–[24]
realize popularity prediction by calculating page ranks [35] of
networks based only on social metadata. On the other hand,
Hong et al. [25] utilized not only social metadata but also
textual features by constructing a network for prediction of
the popularity of microblogs such as tweets.

Note that thesemethods [22]–[25] do not have a framework
to capture multi-modal features. In our method, we improve
extensibility for using multi-modal features and social

metadata collaboratively by constructing a context-aware
network.

III. CONTEXT-AWARE NETWORK ANALYSIS FOR
POPULARITY ESTIMATION OF ARTISTS
An overview of the proposed method is shown in Fig. 2.
As shown in Fig. 2, the proposed method consists of
two phases: construction of a context-aware network
(Section III-A) and popularity estimation based on network
analysis (Section III-B).

A. CONSTRUCTION OF CONTEXT-AWARE NETWORK
In the proposed method, we construct a network G for which
nodes are artists m ∈ M (M being a set of artists). Our
framework to construct a context-aware network has exten-
sibility for using only social metadata or using both social
metadata and features of artists. Below, we explain the con-
struction of the network in each case.

1) (PM-META): NETWORK CONSTRUCTION BASED ON
SOCIAL METADATA
We define the existence of links on G based on social meta-
data. According to reports showing that social metadata are
effective for associating similar contents with each other [27],
[36], [37], we build links between m and n (m, n ∈ M)
if m is a ‘‘related artist’’ of n or vice versa. Since ‘‘related
artists’’ can represent which artists are related to each other,
we can effectively associate artists with each other. Therefore,
we can construct a network that can capture social relation-
ships between artists.

2) (PM-AUDIO) AND (PM-TEXT): NETWORK
CONSTRUCTION BASED ON SOCIAL METADATA
AND AUDIO OR TEXTUAL FEATURES
The proposed method can capture not only social metadata
but also features of artists as follows. First, we define the
existence of links in the same manner as (PM-META). Then,

VOLUME 8, 2020 48675



Y. Matsumoto et al.: Context-Aware Network Analysis of Music Streaming Services for Popularity Estimation of Artists

for each artistm, we extract an audio feature v(m)a from his/her
audio tracks and a textual feature v(m)t from his/her biogra-
phy. It is expected that characteristics of artists’ audio tracks
(e.g., moods or genres) are related to their popularity. Also,
characteristics of artists’ biographies (e.g., record of awards)
can be related to their popularity. Therefore, such features are
effective for estimating popularity. Finally, we define weights
of links based on similarities of these features. Concretely,
we calculate a link weight w(m, n) between m and n ∈ M,
which links in G, as follows:

w(m, n) =

∣∣∣∣∣ v(m)
T
v(n)

‖v(m)‖ ‖v(n)‖

∣∣∣∣∣ , (1)

where v(m) ∈ {v(m)a , v(m)t }. It has been reported that calculation
of similarities based on the above equation is effective for
constructing a network for which nodes are contents on social
media [38]–[40]. Therefore, we can capture characteristics of
artists’ audio tracks or biographies by constructing a network
with either audio or textual features.

3) (PM-LATENT): NETWORK CONSTRUCTION BASED ON
SOCIAL METADATA AND LATENT FEATURES
In the proposed method, we can collaboratively use social
metadata and multi-modal features by calculating latent fea-
tures. The latent features can capture latent relationships
between multi-modal features by projecting audio and textual
features into the same latent space via CCA. Specifically,
we define the link existence and extract audio and textual fea-
tures in the same manner as (PM-AUDIO) and (PM-TEXT).
Here, a matrix V ζ = [v(1)ζ − vζ , v

(2)
ζ − vζ , . . . , v

(|M|)
ζ − vζ ],

where vζ is the average vector of v
(m)
ζ , (ζ ∈ {a, t}) is defined.

Then we obtain projection matrices, which enable projections
of v(m)ζ into the same latent space via CCA. To calculate the
latent features, audio and textual features must be directly
compared with each other. The proposed method realizes
direct comparison of them by adopting CCA. Specifically,
we solve the following optimization problem.

max
ua,ut

uTaVatut s.t. uTaVaaua = uTt V ttut = 1,

where Vat Vaa and V tt are a variance-covariance matrix of
audio and textual features, that of audio features and that of
textual features, respectively. According to [28], this problem
can be solved through the generalized eigenvalue problem as
follows:[

O Vat

VT
at O

] [
ua
ut

]
= λ

[
Vaa O
O V tt

] [
ua
ut

]
. (2)

By solving Eq. (2), we can obtain projection matrices
Uζ , which consists of uζ . By the following computation,
we can transform V ζ to new feature matrices V̂ ζ =

[v̂(1)ζ , v̂
(2)
ζ , . . . , v̂

|M|
ζ ], which can be directly compared with

each other:

V̂ ζ = UT
ζV ζ .

As a result, we can calculate latent features v(m)l by the
following equation:

v(m)l = [(v̂(m)a )T, (v̂(m)t )T]T. (3)

By using the latent features, we can consider latent charac-
teristics of both audio and textual features. Finally, we define
link weights by Eq. (1). Therefore, the constructed network
can represent latent relationships between artists.

4) (PM-ALL): NETWORK CONSTRUCTION BASED ON SOCIAL
METADATA AND ALL OF THE AUDIO, TEXTUAL AND
LATENT FEATURES
To consider all of the audio, textual and latent features,
we construct a network based on social metadata and audio,
textual and latent features. First, we define the link existence
in the same manner as (PM-META) and extract audio, textual
features by the same computation as that for (PM-AUDIO),
(PM-TEXT) and (PM-LATENT), respectively. Then we cal-
culate features by the following computation:

v(m)all = [(v(m)a )T, (v(m)t )T, (v(m)l )T]T. (4)

By Eq. (4), we can consider all of the audio, textual and
visual features. It is expected that these combined features
have stronger discriminant power than that of only audio,
textual or latent features. Therefore, by using the features,
accurate popularity estimation can be realized. Consequently,
we can construct a network that can capture both multi-modal
features and social metadata by weighting links via Eq. (1).

B. POPULARITY ESTIMATION BASED ON
NETWORK ANALYSIS
We first calculate node features ũ(m) by applying node2vec
[29] to the obtained network G. In the node2vec algorithm,
we search for a network neighborhood of nodes by itera-
tively performing a random walk [41]. Then we optimize the
objective function, which maximizes the log-probability of
observing the network neighborhood via stochastic gradient
descent (SGD). Thus, we can know not only ‘‘which node
is a neighbor node of each node’’ but also ‘‘which node has
a similar structure on G.’’ By using ũ(m), we construct an
estimator that can consider characteristics of context-aware
network. If we construct a classifier for which positive sam-
ples are popular artists and negative samples are unpopular
artists, we can estimate whether an artist is popular or not by
inputting ũ(mt ) (mt being an artist to be estimated). This is
beneficial for artists who desire to know their approximate
popularity. On the other hand, if we construct a regressor for
which training samples are known popularity scores, we can
estimate popularity scores. This is also beneficial for artists
who desire to know their popularity in more detail.

To adopt network analysis, a network including sufficient
information on artists must be constructed. However, such a
network, which can capture multi-modal features and social
metadata, has not been constructed so far. In the proposed
method, we can construct a context-aware network via CCA.
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TABLE 1. Details of datasets used in the experiments.

FIGURE 3. Details of the crawling procedure to search for artists in
dataset #1.

As a result, the proposed method can accurately estimate
artists’ popularity.

IV. EXPERIMENTAL RESULTS
In this section, we show the effectiveness of the proposed
method by estimating the popularity of artists in Spotify
through experiment using both a classifier and a regressor.

A. SETTINGS
In the experiment, we constructed datasets by collecting
information about real-world artists and their audio tracks via
Spotify API.3 Specifically, we first defined artists in Table 1
as ‘‘seed artists,’’ i.e., the first artists for crawling. For each
seed artist, we crawled ‘‘popularity4’’ on Spotify and ‘‘related
artists,’’ i.e., metadata for associating artists related to each
other. Then, by repeating the crawling of popularity and
related artists for each artist of related artists, we collected
information on a maximum of 3,000 artists. The size of
dataset was set to approximately the same or more than that
used in conventional methods [6], [7]. When crawling the
information, we only crawled artists who have both audio and
textual features. Details of the crawling procedure to search
for artists are shown in Fig. 3. In Dataset #1, we first crawled
related artists and other information of ‘‘Lady Gaga’’. Next,
we crawled the same information of related artists of ‘‘Lady

3https://developer.spotify.com/
4‘‘Popularity’’ denotes an integer value in [0,100]. The higher these values

of artists are, the more popular they are.

TABLE 2. Summary of audio features provided by Spotify API. Description
is from a paper [42].

Gaga’’, e.g., ‘‘Ellie Goulding’’, ‘‘Carly Rae Jepsen’’, ‘‘Katy
Perry’’ and ‘‘Christina Aguilera’’. Further crawling is per-
formed by repeating this procedure. This procedure corre-
sponds to the breadth first search.

Audio features were extracted from ‘‘top tracks’’ of each
artist, which were provided in Spotify API. Specifically, for
each artist, we collected top tracks as much as possible (max
of 10 tracks). Then we calculated 24-dimensional features
for which elements are means and standard deviations of the
features shown in Table 2. Since it has been reported that
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FIGURE 4. Histogram of the popularity of all artists in each dataset. (a): Dataset #1. (b): Dataset #2.
(c): Dataset #3. (d): Dataset #4. (e): Dataset #5.

audio features in Table 2 can represent basic information of
audio tracks [42], these features can be effective for esti-
mation of the popularity of artists. In addition, we applied
doc2vec [43] to the biography of each artist on the Web page
of Spotify and obtained 100-dimensional textual features.
Since doc2vec can consider the order in which words appear
and learn semantic representation, it is expected that these
textual features can represent each artist’s biography.

Figure 4 shows a histogram of the popularity of all artists
in each dataset. In Fig. 4, we can see that the histogram
has an almost normal distribution. Thus, in the experiment,
we defined the mean value of all artists’ popularity as a crite-
rion that decides whether an artist is popular or not. In other
words, we defined artists who have the same popularity as
the mean value or higher popularity than the mean value as
popular artists. We also defined artists who have lower pop-
ularity than the mean value as unpopular artists. In this way,
we provided the ground truth (GT) of the popularity for each
artist for classification. Also, we set the crawled popularity
as the GT for regression. It should be noted that popularity of
artists5 is calculatedmathematically on the basis of popularity
of their audio tracks6 and the value is not updated in real time.
Therefore, we can consider that calculation of the popularity
is consistent.

To evaluate whether popularity provided by Spotify cor-
responds to human perception or not, we conducted a sub-
ject experiment. First, we randomly extracted some artists
from each dataset and ordered them in descending order
of their popularity. In the experiment, we set the number
of extracted artists to 4 according to the report showing

5https://developer.spotify.com/documentation/web-
api/reference/artists/get-artist/ (accessed July 2, 2019).

6https://developer.spotify.com/documentation/web-
api/reference/tracks/get-track/ (accessed July 2, 2019).

TABLE 3. Mean scores for each dataset.

that people can only grasp about four chunks in short-term
memory tasks [44]. We repeated to extract rankings of artists
for 4 times for each dataset, i.e., for 20 times in total. Then
14 subjects (11 males and 3 females, ages 22-25) evaluated
whether they considered each ranking of artists is appropri-
ate or not and gave a score from 1 to 4 (1: Not appropriate, 2:
Not appropriatemuch, 3: A little appropriate, 4: Appropriate).
Table 3 shows the results of the subject experiment. Note that
we show the mean scores for the rankings that are extracted
from each dataset. ‘‘Mean’’ shows the mean of the calculated
mean scores of all datasets. From the result, we can see that
the mean reaches 3.40 in ‘‘Mean’’. Therefore, it is confirmed
that the subjects mostly considered that the popularity pro-
vided in Spotify is appropriate. Above all, we can consider
that popularity provided by Spotify corresponds to human
perception and is suitable for GT of popularity estimation.

Furthermore, we adopted five-fold cross validation as the
verification method for fair evaluations. Specifically, we split
artists into training and test artists so that the percentages of
training and test artists become 80% and 20%, respectively.
Then we constructed a classifier and a regressor by using
training artists. According to a report showing that a support
vector machine (SVM) [45] is effective for node classifica-
tion based on node features [46], we adopted an SVM as
a classifier. In the same manner, we adopted support vector
regression (SVR) as a regressor. Note that the kernel function
in the SVM and SVR was the Gaussian kernel with parame-
ters determined through a grid search [47]. Moreover, when
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calculating latent features, we obtained projection matrices
by Eq. (2).

B. QUANTITATIVE EVALUATIONS
To evaluate the effectiveness of the proposed method,
we compared the proposed method (PM) with the following
reference methods (RMs1-5).

(RM1) :This is a method based on a recently published
paper [11]. According to the paper [11], (RM1)
constructs RR and GBRT by using features that are
calculated in the same manner as that in Eq. (4).
For classification, (RM1) constructs a ridge classi-
fier and a gradient boosting decision tree (GBDT).
We denote (RM1) with the RR/ridge classifier
and the GBRT/GBDT by (RM1-R) and (RM1-G),
respectively.

(RM2) :This is a method that utilizes not social metadata but
multi-modal features. Note that this method does
not construct a network. Specifically, this method
constructs an SVM by using features that are calcu-
lated in the same manner as that in Eq. (4) and sets
parameters of the SVM in the same manner as that
of (PM).

(RM3) :This is a method that utilizes only audio features.
Specifically, this method constructs a classifier by
using audio features in the same manner as that of
(RM2).

(RM4) :This is a method that utilizes only textual features.
Specifically, this method performs estimation in the
same manner as that of (RM2).

(RM5) :This is a method that utilizes only latent features.
Specifically, this method calculates latent features
in Eq. (3) and performs estimation in the same
manner as that of (RM2).

Note that (RMs2-5) follow the idea that uses only content
features for constructing regression models using support
vectors such as those in the conventional methods in the
papers [8], [9].

For classification, we used accuracy, precision, recall and
F-measure of those estimated as popular artists. We also
used precisionu, recallu and F-measureu of those esti-
mated as unpopular artists and Matthew’s correlation coef-
ficients (MCCs). These evaluation metrics are defined as
follows:

Accuracy =
TP+ TN

TP+ FP+ FN+ TN
,

Precision =
TP

TP+ FP
,

Recall =
TP

TP+ FN
,

F−measure =
2× Precision× Recall
Precision+ Recall

,

Precisionu =
TN

TN+ FN
,

Recallu =
TN

TN+ FP
,

F−measureu =
2× Precisionu × Recallu
Precisionu + Recallu

,

MCC=
TP×TN−FP×FN

√
(TP+FP)(TP+FN)(TN+FP)(TN+FN)

,

where TP, TN, FP and FN are defined as follows.
TP : Number of correctly estimated popular artists,
FN : Number of incorrectly estimated popular artists,
FP : Number of incorrectly estimated unpopular artists,
TN : Number of correctly estimated unpopular artists.
For regression, we used mean absolute error (MAE) and
mean absolute percentage error (MAPE), which are defined
as follows:

MAE =
1

Ntest

Ntest∑
i=1

|s(i)est − s
(i)
GT|,

MAPE =
1

Ntest

Ntest∑
i=1

∣∣∣∣∣ s
(i)
est − s

(i)
GT + 1

s(i)GT + 1

∣∣∣∣∣ ,
where Ntest, s

(i)
est and s

(i)
GT are the number of test artists, the

i-th artist’s estimated popularity score, and the i-th artist’s GT,
respectively. Note that we added 1 to both of the denominator
and numerator of MAPE to avoid the situation in which the
denominator is 0.

Tables 4-8 show classification results for each dataset, and
Table 9 shows mean values of classification results for all
datasets. Also, Tables 10 and 11 show regression results for
all datasets. From Tables 9-11, we can see that all of the
PMs have mostly outperformed (RMs1-5) for all evaluation
metrics of both classification and regression. From the results
obtained by all of the PMs, (RM1-R) and (RM1-G), we can
see that all of the PMs have greatly outperformed the other
methods for all evaluationmeasures and for all datasets. Also,
we can confirm that all of the PMs outperformed (RM2),
which utilizes not network representation but multi-modal
features. From the results, the effectiveness of constructing a
network representation based on social metadata can be veri-
fied. A comparison of all of the PMswith (RMs3-5) shows the
effectiveness of utilizing multi-modal features and construct-
ing the network representation. As shown in the mean value
of all evaluation metrics in Tables 9-11, (PM-ALL) mostly
outperformed (PM-META), (PM-AUDIO), (PM-TEXT) and
(PM-LATENT). Therefore, it is thought that there are many
cases in which estimation of the latent relationships between
multi-modal features via CCA is effective for popularity
estimation. As a result, we can confirm that all of the PMs are
effective for classification and regression of the popularity of
artists.

C. QUALITATIVE EVALUATION
In 1), we discuss the effectiveness of constructing the pro-
posed network by visualization. In 2) and 3), we discuss the
effectiveness and limitations of the proposed method in detail
by showing examples of classification and regression results.
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TABLE 4. Classification result for dataset #1.

TABLE 5. Classification result for dataset #2.

TABLE 6. Classification result for dataset #3.

TABLE 7. Classification result for dataset #4.

TABLE 8. Classification result for dataset #5.

1) VISUALIZATION OF CONTEXT-AWARE NETWORK
To qualitatively evaluate the effectiveness of constructing the
network, we visualized the network in Fig. 5. For easy-to-see
visualization, we utilized the spring model ForceAtlas2 [48],
which is provided in the visualization tool gephi [49]. Note

that ForceAtlas2 locates similar nodes in the neighbor-
hood and dissimilar nodes at a distance. In other words,
ForceAtlas2 can visualize a group of similar nodes in a net-
work as a cluster. In Fig. 5(a), we show an overview of the
network with Dataset #1. From this figure, we can see that
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TABLE 9. Classification results for all datasets. Elements are mean values of all datasets.

TABLE 10. MAE of regression results for all datasets.

TABLE 11. MAPE of regression results for all datasets.

most of the unpopular artists’ nodes are distant from the cen-
ter of the network. Next, we excerpted a part of the network
in Fig. 5(b) to confirm the details of the network. To improve
visibility of clusters, we laid out the network in Fig. 5(b) again
and showed the result in Fig. 5(c). In Fig. 5(c), the largest
cluster of the network consists of artists who mainly flour-
ished in the 1970s to 1990s. The upper left and upper right
clusters in Fig. 5(c) correspond to groups of country artists
in the U.S. and trumpeters, respectively. Therefore, we can
confirm that latent characteristics of artists that are complexly
integrated with multiple elements such as genres, activity
areas and active periods can be represented by constructing
the network.

2) DISCUSSION OF EFFECTIVENESS VIA
SUCCESSFUL EXAMPLES
Figures 6(a)-(c) show the successful examples of estima-
tion results. Below, we discuss effectiveness of the proposed
method via each example.

a: COMPARISON OF (PM-ALL) WITH (RM2)
Figure 6(a) shows the result in the case where (PM-ALL)
can successfully classify and regress the popularity and
(RM2) cannot do. The artist ‘‘Cyndi Lauper’’ is placed
in the center of the largest cluster in Fig. 5(c). Since
this cluster consists of artists who mainly flourished in
the 1970s to 1990s, relationships between these artists are
represented in the proposed network. Thus, as described

in 1) of this section, it can be confirmed that the
context-aware network can represent latent characteristics of
artists.

b: COMPARISON OF (PM-ALL) WITH
(PM-AUDIO) AND (PM-TEXT)
Figure 6(b) shows the result when we compared (PM-ALL)
with (PM-AUDIO). The biography of the artist ‘‘Sub Focus’’
includes the history of received awards, which may be infor-
mation related to his popularity. Thus, it is confirmed that
(PM-ALL) is more effective than (PM-AUDIO) when there
is sufficient information in the artists’ biography. Moreover,
Fig. 6(c) shows the result when we compared (PM-ALL)
with (PM-TEXT). In this figure, the biography of the artist
‘‘Poppy’’ is short and the method cannot obtain detail infor-
mation of the artist. Therefore, it is thought that accurate esti-
mation is difficult for (PM-TEXT), which only uses textual
features. On the other hand, most audio tracks of the artist
have features of electronic pops, one of the recently popular
genres. Thus, it is confirmed that (PM-ALL) can accurately
estimate the popularity by considering the audio features of
the audio tracks.

3) DISCUSSION OF LIMITATION VIA
UNSUCCESSFUL EXAMPLES
Figures 6(d)-(f) show the unsuccessful examples of estima-
tion results. Below, we discuss limitations of the proposed
method via each example.
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FIGURE 5. Visualization of the constructed network with Dataset #1. Red and blue nodes correspond to popular and unpopular artists, respectively.
As the node color changes from blue to red, popularity rises. (a): Overview of the constructed network with Dataset #1. (b): Excerpt network within
the black frame in Fig. 5(a). (c): Network after re-layout of the network in Fig. 5(b) for improving visibility of clusters.

a: COMPARISON OF (PM-ALL) WITH (RM2)
In Fig. 6(d), it is confirmed that social metadata worked
better than multi-modal features. (PM-ALL) may mistake the
estimation results by strongly considering the relationships
between ‘‘related artists’’, whose popularity is different from
that of the target artist. Thus, it is expected that the per-
formance of the proposed method will be improved if we

introduce a framework to control effects of social metadata
and multi-modal features.

b: COMPARISON OF (PM-ALL) WITH (PM-AUDIO)
AND (PM-TEXT)
Next, we compared (PM-ALL) with (PM-AUDIO) and
(PM-TEXT) to clarify the limitation of using multi-modal
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FIGURE 6. Examples of classification/regression results in dataset #1. Figs. 6(a)-(c) show the successful results and Figs. 6(d)-(f) show the unsuccessful
results.

features. In Fig. 6(e), we can confirm that there is less infor-
mation related to the popularity in the biography. Thus, it is
thought that the performance of (PM-ALL), which uses both
audio and textual features, can be affected by the existence of
information effective for popularity estimation. In Fig. 6(f),
we can see that the artist ‘‘Chelsea Cutler’’ has become
recently popular in Spotify according to the biography.
Therefore, the biography may be highly correlated to the
popularity and strongly effective for popularity estimation.
It is thought that this is because (PM-TEXT) outperformed
(PM-ALL) in Fig. 6(f). Note that the quality and quantity of
information that is provided in MSS differs with each artist.
To outcome the difficulty, we will introduce a framework to
improve the discriminant power of both features or select
optimal features for estimation of the popularity of each artist
as a future work.

V. FUTURE WORK
Future work of this paper is described in this section. As
described in Section I, we have presented a method for esti-
mating current popularity to enable artists to plan for improv-
ing their popularity. However, prediction of future popularity
is also useful; therefore, we should predict future popularity
with consideration of time-series data in our future work.

As described in Section IV-C, we should introduce a frame-
work to control the effects of social metadata andmulti-modal
features in our future work. Also, we will introduce a frame-

work to improve the discriminant power of multi-modal fea-
tures or select optimal features.

Finally, in the experiment, we evaluated the proposed
method in a situation in which there is information about
artists, i.e., social metadata andmulti-modal features. In other
words, we did not evaluate the proposed method in a situation
in which there is no information at all about artists. This is
because we evaluated whether the proposed method is useful
for artists who have recently started to useMSS and for artists
who are planning to release new audio tracks or update their
biographies. However, there is a great demand for a method
that can be used in a situation in which the artist does not have
information about ‘‘related artists’’ or does not sufficiently
have audio tracks or his/her biography. Therefore, in our
future work, we should realize popularity estimation in such
situations by introducing a framework to complement links
based on existing information about artists.

VI. CONCLUSION
In this paper, we have presented a method for estimating the
popularity of artists based on context-aware network analysis.
The technical novelty of this paper is construction of a novel
framework that can use uni-modal or multi-modal features
commonly via analysis of the context-aware network. The
technical contribution of this paper is to improve extensibility
for using multi-modal features, which enables accurate anal-
ysis of latent relationships between artists. The results of
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experiments using multiple real-world datasets in Spotify
confirmed the effectiveness of the proposed method.
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