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ABSTRACT With growing dependence of industrial robots, a failure of an industrial robot may interrupt
current operation or even overall manufacturing workflows in the entire production line, which can cause
significant economic losses. Hence, it is very essential to maintain industrial robots to ensure high-level
performance. It is widely desired to have a real-time technique to constantlymonitor robots by collecting time
series data from robots, which can automatically detect incipient failures before robots totally shut down.
Model-based methods are typically used in anomaly detection for robots, yet explicit domain knowledge
and accurate mathematical models are required. Data-driven techniques can overcome these limitations.
However, a major difficulty for them is the lack of sufficient fault data of industrial robots. Besides,
the used technique for anomaly detection of robots should be required to not only capture the temporal
dependency in collected time series data, but also the inter-correlations between different metrics. In this
paper, we introduce an unsupervised anomaly detection for industrial robots, sliding-window convolutional
variational autoencoder (SWCVAE), which can realize real-time anomaly detection spatially and temporally
by coping with multivariate time series data. This method has been verified by a KUKA KR6R 900SIXX
industrial robot, and the results prove that the proposed model can successfully detect anomaly in the robot.
Thus, this work presents a promising tool for condition-based maintenance of industrial robots.

INDEX TERMS Anomaly detection, industrial robots, sliding window, variational autoencoder, convolu-
tional neural network.

I. INTRODUCTION
Nowadays, industrial robots are playing an increasingly
important role in manufacturing as they greatly improve
productivity and quality. According to the reports by the
International Federation of Robotics, the number of robot
installations is beyond 40,0000 units per year in 2018 [1].
Industrial robots are widely used in repetitive and continu-
ous works, such as pick-and-place, welding, painting and so
on. However, with growing dependence of industrial robots,
a failure of a robot may cause a significant interruption in
the entire production line and can quickly deteriorate into a
catastrophe while some faults that have potential to lead to a
failure are not easy to be recognized. Especially some soft and
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hardware-related faults in the early stage will not instantly
result in a failure since the control algorithms can adapt the
subtle changes caused by those faults [2]. Hence, it is very
essential to maintain industrial robots to ensure high-level
performance.

Regular preventative maintenance for industrial robots is
typically performed in many industries which can prevent
costly unplanned downtime due to mechanic failures. But
in most cases, scheduling maintenance can be inefficient
and unnecessary and it may require to shut down the whole
production. Therefore, it is widely desired to constantly
monitor robots and automatically detect incipient failures
by gathering time series data from robots, which is called
condition-based maintenance (CBM). CBM can greatly min-
imize unscheduled breakdown and production losses [3], [4].
Especially with the growing of the Internet of Thing (IoT)
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producing large amounts of data, CBM has been widely
studied in recent years in the field of prognostics and health
management (PHM).

The main task of CBM is to perform real-time anomaly
detection from the gathered time series data, which takes
note of indicative fault data that do not conform to some
explicit laws or historical patterns. There are two general
techniques usually used for anomaly detection: model-based
techniques [5]–[8] and data-driven techniques [2], [9]–[20].
Model-based techniques have been developed due to their
good performance in predicting specific faults of the robots.
However, they require to construct an accurate mathemati-
cal model for the robot, which demands domain knowledge
and a lot of time to tune parameters. In contrast, data-
driven approaches become more appealing as they do not
require prior knowledge about the robot and detect faults
entirely from collected data. Both supervised and unsuper-
vised methods among data-driven approaches have been
explored for anomaly detection. However, a major chal-
lenge of data-driven based approaches is the difficulty in
obtaining sufficient fault data and labelling data accurately.
Besides, the used technique for anomaly detection of robots
requires the capabilities of capturing not only the temporal
dependency in collected time series data, but also the inter-
correlations between different metrics.

In this paper, an unsupervised anomaly detection method
based on sliding-window convolutional variational autoen-
coder (SWCVAE) for industrial robots is proposed, which
automatically learns normal patterns from time series data
in training. A fully trained model can then be used for
detecting anomalies spatially and temporally in input data
and taking note of them correspondingly. Finally, a KUKA
KR6R 900 SIXX industrial robot has been used to test the
effectiveness of the proposed method. The angle configura-
tion data and current data in six joints of the robot during
normal operation are collected and trained in our proposed
model. Then we tested the method by injecting faults arti-
ficially on the robot. The results show that the approach
achieves satisfactory performance. Thus, this work presents a
promising tool for condition-based maintenance of industrial
robots.

II. RELATED WORKS
A. CHALLENGES DEFINITION
Anomaly detection for industrial robots recognize indicative
fault by taking note of data that do not conform to some
explicit laws or historical patterns [17]. In general, there are
three main challenges in detecting anomalies for industrial
robots.

• Highly unbalanced dataset. The number of anomalous
samples are very limited because industrial robots are
under normal condition in most cases. Besides, record-
ing instances of faults in industrial robots is costly and
dangerous.

• The transitory and non-stationary nature of robot
data [14]. Each joint in the robot will rotate at different

angles and require different currents in different robot
motions. Besides, the signals emitted from a robot’s
mechanical or electrical parts are most likely transient
with great fluctuation.

• Requirement for real-time responding. As mentioned
above, a fault in robots could result in a catastrophe.
Therefore, online anomaly detection so as to respond as
soon as possible is required.

The first challenge makes supervised methods like
classification-based methods unfeasible as they require an
adequate amount of normal data and fault data. The sec-
ond problem requires a reliable anomaly detection algorithm
which can extract latent features that are sensitive to faults
instead of robot motions. The third issue requests the pro-
posed algorithm should be suitable for real-time anomaly
detection instead of analyzing accumulated data.

B. APPROACHES
Model-based approaches are typically used in anomaly detec-
tion of industrial robots. These techniques are required to
establish a precise model for the robot to predict some esti-
mates. The deviations between the estimates and measured
values, which are so-called residuals, are processed to per-
form fault detection of industrial robots. Since these methods
are based on prior knowledge of robot systems, thementioned
problems have little impact on these methods. Nevertheless,
obtaining accurate model requires explicit domain knowl-
edge and it is a time-consuming task. Additionally, the per-
formance of model-based techniques is prone to model
accuracy.

Therefore, we turn to data-driven approaches. Compared
to model-based methods, data-driven approaches involve less
limitations and have received increasing interest. Data-driven
approaches can be divided into three general methods: Statis-
tical methods, Signal-analysis based methods, and Machine
learning based methods.

Statistical methods are frequently used due to their compu-
tational efficiency. They detect data points that deviate from
the distribution of the historical data. These methods used for
robots include Statistical Control Charts (SCCs) [9], Principal
Component Analysis (PCA) based method [10], Partial Least
Squares (PLS) based approach [11] and so on. However,
most of these methods require that all the data have to be
accumulated before faults can be detected, which make them
unsuitable for real-time anomaly detection. Furthermore,
they assume that normal data are generated from a known
distribution.

Another common method for anomaly detection of indus-
trial robots is signal-analysis methods. With the use of addi-
tional sensors like current sensor [12], acoustic sensor [13],
or accelerometers [14], thesemethods based on integral trans-
forms like Fourier or Wavelet transform can easily extract
the features of signal in the transformed domain. However,
the biggest limitation of signal-analysis methods is that they
can only handle one dimension signal. As for multivariate
signals, they have to process each signal individually without
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considering inter-connection of signals. Besides, using addi-
tional sensors to perform anomaly detection is not feasible in
many industrial environments because it increases the cost
and complexity and requires extra space. Moreover, some
additional sensors are sensitive to sensor locations and envi-
ronmental noise.

Recently, machine leaning based methods for anomaly
detection have received widespread attention due to their
promise to automatically derive underlying rules from the
data itself. Machine learning based methods comprise super-
vised methods and unsupervised methods. Supervised meth-
ods like classification-based methods [18] are only feasible
when there is a high volume of labeled data including suffi-
cient normal and abnormal data, because they only learn from
examples where the desired outcomes are already known.

Therefore, unsupervised methods are desired. Among
unsupervised methods, density-based methods like
K-Nearest Neighbors (KNN) [21] and distance-based meth-
ods [20] may work well yet face the constraints of time
and computational load when handling high dimensional
data. One-Class Support Vector Machines (OCSVM) [22]
can also be feasible for highly unbalanced dataset as it only
looks at the distribution of normal data. Angle-based Outlier
Detection (ABOD) [23] method detect outliers by consider-
ing variable correlations. Reconstruction-based approaches
including Autoencoder [24], Variational autoencoder [25],
which learn latent feature of normal data and then recon-
struct it, are frequently used for anomaly detection. However,
methodsmentioned above only focus on the spatial anomalies
in input data, without considering temporal dependencies
of input data, which reduces the potential to detect the
operational anomalies of industrial robots. Some improved
models based on these methods can overcome this limit
and capture temporal dependency by handling time series
data. For instance, Bayer [17] introduced STORN, which
combined variational inference and RNN tomodel time series
data, and applied to anomaly detection of robot. Xu et al. [26]
applied a variational autoencoder to anomaly detection of
KPI time series data. Pereira and Silveira [27] proposed an
unsupervised anomaly detection method using variational
recurrent autoencoders with attention which was applied to
energy time series data.

In this work, we are interested in realizing anomaly
detection of industrial robots in terms of time series effect.
We introduce an online unsupervised anomaly detection
method for industrial robots by an unsupervised method
based on sliding-window convolutional variational autoen-
coder (SWCVAE). It is worth remarking that the input data
are gathered from the robot controller without installing
extra sensor. Besides, compared to model-based method, this
method doesn’t require any domain knowledge of robot sys-
tem. Furthermore, unlike some unsupervised methods which
only focus on spatial anomalies, thismethod can detect spatial
and temporal anomalies in data by dealing with time series
data, and thus may help for recognizing the deviation of
workflow under repetitive operation.

III. BACKGROUND
A. VARIATIONAL AUTOENCODER (VAE)
VAE, an important generative model, has similar network
frame as Autoencoder (AE), which consists of two parts: an
encoder and a decoder. In Autoencoder, the encoder defines a
mapping from input data x ∈ Rdx to a latent variable z ∈ Rdz ,
while the decoder defines a mapping back from the latent
variable z to input space, which outputs the reconstructed x̂.
The training objective of AE is to make the reconstructed
term x̂ as close as the original one x, forcing AE to learn
latent features of normal data. In VAE, the latent variable z is
constrained to be distributed according to a prior distribution
pθ (z), usually multivariate unit GaussianN (0, I), forcing the
model to learn the distribution of input data. However, when
mapping from input data x to latent variable z, according to
the equation (1), pθ (z|x) is usually intractable since pθ (x) is
also intractable.

pθ (z|x) =
pθ (x, z)
pθ (x)

(1)

Hence, Variational Inference techniques are used to solve
this problem in a tractable way by finding an approximation
posterior qφ (z|x).

qφ (z|x) = N
(
µz, σ

2
zI
)

(2)

where the mean µz and standard deviation σ z of the approx-
imation posterior qφ (z|x) are derived by the encoder.
Given an inference model qφ (z|x), the evidence lower

bound (ELBO) can be derived as follows:

logpθ (x) = Eqφ(z|x)
[
log pθ (x)

]
(3)

= Eqφ(z|x)
[
log

pθ (x|z) pθ (z)
pθ (z|x)

]
(4)

= Eqφ(z|x)
[
log

pθ (x|z) pθ (z)
pθ (z|x)

qφ (z|x)
qφ (z|x)

]
(5)

= Eqφ(z|x)
[
log pθ (x|z)+log pθ (z)−log qφ (z|x)

]
+DKL(qφ (z|x) ||pθ (z|x)) (6)

In Equation (6), the first term is the Evidence Lower
Bound (ELBO) and the second term is the Kullback-Leibler
divergence of the approximate qφ (z|x) from the true pos-
terior pθ (z|x). To ensure qφ (z|x) gets closer to pθ (z|x),
the KL divergence term between them has to be minimized.
According to the equation, minimizing KL divergence can be
transformed into the task of maximizing ELBO. Therefore,
the loss function of VAE can be written as below:

LVAE (θ,∅; x) = −Eqφ(z|x)
[
log pθ (x|z)

+ log pθ (z)− log qφ (z|x)
]

(7)

VAE has been applied successfully in different domains.
With sliding window, VAE can be used to realize real time
anomaly detection temporally in time series data [26]. Yet,
standard VAE with sliding window is only able to handle
univariate time series data. Hence, the standard VAE needs
to be modified to consider the dependencies of all variates.
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FIGURE 1. Overall architecture of online anomaly detection for industrial
robots.

B. CONVOLUTIONAL NEURAL NETWORK (CNN)
Convolutional Neural Network (CNN) is a type of deep neural
network, with the capability of extracting useful features by
several convolutional operators. It is particularly suitable for
2-dimensional data structures, thus mostly popular for pattern
recognition in image processing.

In CNN, as a weighted kernel W slides over every position
of input data X, convolution operation of the input data and
kernel is triggered, resulting in a feature map:

S (i, j) = (X ∗W ) (i, j) (8)

=

∑
m

∑
n

I (i− m, j− n)W (m, n) (9)

where S is feature map resulted by input data X and kernel W,
* denotes the convolution operation.

Typically, the kernel size is smaller than the input data size,
but with more in-depth. That means there are several different
kernels applied to the input data at the same time, resulting in
the same amount of feature maps. The weights of kernels are
adjusted during the training.

Although CNN is mostly applied for analyzing images,
it is also successfully explored in multivariate time series
data [22]. Since multivariate time series have the same
2-dimensional data structures as image, CNN for analyzing
images is suitable for handling multivariate time series as
well.

IV. METHODOLOGY
In order to reflect the characteristics of multivariate
time series data collected from the industrial robot, slid-
ing window-based convolutional variational autoencoder
(SWCVAE) is applied. In this model, we utilize a relatively
long sliding window in order to capture temporal dependen-
cies of periodic time series data. Besides, each coming data
point instead of batch data in a time window adopted in [28]
will be evaluated to be a normal or an anomaly, in order
to respond to anomalies as soon as possible. The overall
structure is shown in Figure 1.

A. NETWORK STRUCTURE
Since sliding window is applied over the data, the input data
for timestep t is a sequence x(t) with length T (the length
of the sliding window), i.e. x(t) = (xt−T+1, xt−T+2,. . .,xt )
and each observation in sliding window is a dx-dimensional
vector. Therefore, the input data have dimensions (T , dx).

Before training, the input data will be standardized to zero
mean and unit variance.

The overall network structure is illustrated as Figure 2. The
model consists of two main components: an encoder and a
decoder, both modeled in CNN structure in order to handle
multivariate time series data. In this case, Conv2d are used
for extracting features from both time axis and feature axis in
observations. Specifically, the encoder comprises three con-
volutional layers with the rectified linear unit (ReLu) activa-
tions and one flatten layer while the decoder correspondingly
has three transpose convolutional layers with ReLu activa-
tions and one flatten layer. To avoid overfitting, all layers in
the encoder and decoder except for flatten layers are applied
with L2 regularizers that penalizes largeweights in themodel.

The prior distribution pθ (z) over the latent variables z
is chosen as an isotropic multivariate Normal N (0, I). The
approximation posterior distribution qφ (z|x) and the decod-
ing distribution pθ (x|z) are designed to be multivariate
Normal with diagonal co-variance matrix N

(
µz, σ

2
zI
)
. The

Gaussian parameters of these distributions are derived from
the hidden features of the network. The means µz, µx and
standard diviations σ z, σ x are derived from the final hidden
state of encoder or decoder using linear layers and softplus
layers respectively. The softplus activation is used to ensure
the predicted standard variations greater than zero.

µz = flinear (Wµzhz + bµz ) (10)

σ z = fsoftplus(Wσ zhz + bσ z ) (11)

µx = flinear (Wµxhx + bµx ) (12)

σ x = fsoftplus(Wσ xhx + bσ x ) (13)

where hz and hx are the vectors in the final hidden layers of
the encoder and decoder respectively.

The model output is the reconstruction probabilities of
each point in the sliding window. It should be noted that
only the reconstruction probabilities for the last observation
x(t)t (x(t)t in the sequence x(t) = (xt−T+1, xt−T+2,. . .,xt ) are
used for the evaluation of anomaly score at timestep t so as
to realize real-time anomaly detection as shown in Figure 3,
following the work of Xu et al. [26]. In order to let the
final result less affected by normal data of some dimensions,
the anomaly score for timestep t is the negative of the sum of
negative reconstruction probabilities. If the anomaly score is
higher than a predefined threshold, then the input data for the
current timestep t will be considered as anomaly.

B. TRAINING
During training, the gradients of the loss function are needed
for optimization of ELBO. However, it is not easy to differ-
entiate the loss with respect to the variational parameters ∅
because the gradients cannot be backpropagated through the
latent variable z. Hence, re-parameterization trick following
the work in [29] is applied to overcome this problem.

The latent variable z is assumed to be a deterministic func-
tion of x and a random variable ε sampled from a fixed distri-
bution, N (0, I). Hence, the undifferentiable random variable
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FIGURE 2. Network structure of SWCVAE.

FIGURE 3. Sliding window for real-time anomaly detection.

z is converted to a differentiable function of x and a random ε.

z = µz + σ z � ε with ε ∼ N (0, I) (14)

where µz and σ z are the variational parameters derived from
the encoder.

In this case, Stochastic Gradient Variational Bayes (SGVB)
algorithm [29] was applied to maximize the ELBO. The
ELBO can be written as:

L (θ,∅; x) = Eqφ(z|x)
[
log pθ (x|z)+ log pθ (z)

− log qφ (z|x)
]

(15)

≈
1
L

L∑
l=1

(
log pθ

(
x
∣∣∣zl)+ log pθ

(
zl
)

− log qφ
(
zl
∣∣∣x)) (16)

where zl = µz + σ z � ε
l with εl ∼ N (0, I)

The sampling number L during the training was set to
1 since one sample is already sufficient. With model loss,
the negative ELBO, we trained the model using Adam opti-
mizer [30] to update the weights of the model.

C. ONLINE ANOMALY DETECTION
In the online anomaly detection case, we load the model
which has been fully trained on the historical normal data as

FIGURE 4. KUKA KR6R 900 SIXX industrial robot.

FIGURE 5. Communication mechanism among devices.

online anomaly detector. The detector maintains a recent his-
tory of the input data stream by a time windowwith the length
of T. For each coming data in timestep t, the corresponding
window will be fed into the model. Then, the model outputs
the reconstruct probability for each point in the window. Only
the reconstruction probabilities for the last observation are
utilized for the evaluation of anomaly score at timestep t.

V. EXPERIMENTS
A. EXPERIMENTS SETUP
The experimental work has been performed using a KUKA
KR6R 900 SIXX, which is an industrial robot with six rev-
olute joints, as shown in Figure 4. The schematic diagram
of the robot system is shown in Figure 5. The joints of the
industrial robot are driven by the motor, which is connected
to the motor drive. The motor drive would send currents
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FIGURE 6. Communication mechanism among devices.

feedback to the robot controller. Rotary encoders aremounted
on the output shafts of all motors to record the shaft rotating
speed. This information together with the reference motion
signal are fed into the motion control unit. A feedback control
signal is sent back to the adjustable-speed drive to control
the rotating speed of the motor. A current sensor is used to
measure one-phase current signal between adjustable-speed
drive and industrial robot system.

The industrial robot repeatedly performs a pick-and-place
task using vision guidance system. Materials are succes-
sively placed onto the running conveyor. Then the conveyor
brings them to the robot and waits the robot to operate.
Next, the robot approaches and takes photo of the closest
material to get the accurate target positions for grasping.
Then, the robot picks it up with a vacuum gripper and places
it to the fixed destination. The robot moves back to the
home position and waits for the next material, beginning
the next cycle. The robot is connected with Siemens PLC
S7-1200 via PROFINET protocol. In the meantime, PLC also
communicates with the camera on the robot via MODBUS
protocol. PLC reads the accurate target positions for grasping
the material from the camera and sent them to robot, then
PLC controlls the vacuum grasper to help the robot to pick
the item up. In this work, all the robot data are collected
from the PLC, which contains robot data acquired from the
robot. The overall communicationmechanism among devices
is shown in Figure 6.

For training and testing, we record the joint angles and joint
currents of the six joints of the robot at 33.3 Hz from the
robot controller. We choose the joint angles and currents as
the source of input data. Joint angles are important to extract
dynamics feature for the robot as adopted in [17], but when
some faults such as oscillation happen on the robot, there are
subtle changes in the angle configuration unless the injected
force is big enough. In contrast, compared with the joint
angles, joint currents are more sensitive to the external distur-
bance. Therefore, we choose joint angles and joint currents as
input data, which may help for extracting the true dynamics
of the robot acutely.

Then, the input data for training at timestep t can be
expressed as x(t) = (xt−T+1, xt−T+2,. . .,xt ) (T is the length
of sliding window) and each observation in input data is a

TABLE 1. The structure of the encoder.

TABLE 2. The Structure of the decoder.

12-dimensional vector. For example, the observation at
timestep t xt comprises of 12 signals including 6 joint angles
and 6 joint currents. The input data would be normalized to
zero mean and unit variance before training.

We used normal data produced by the robot during normal
operation to train the model so as to ensure the model only
learns pattern from the normal data. During the experiments,
the length of the sliding time window was set to 250. And the
size of latent dimension was set to 10. For L2 regularization,
the lambda for kernel regularization was set to 10−3. Batch
size of 256 and an initial learning rate of 10−3 in Adam
optimizer were used in the experiments. The detailed network
structure is shown in the Table 1 and Table 2.

In order to assess the performance of the proposed model,
the model should be tested on both normal data and the
realistic fault data, yet which is difficult. In order to simulate
faults, collisions have been induced by manually hitting the
robot. Finally, 29349 normal samples and 15018 test samples
containing anomalies were recorded to develop the anomaly
detection model.

B. EXPERIMENTS RESULTS
Figure 7 and Figure 8 show a segment of test data (including
anomalies) of the robot. The window presented in red line
represents abnormal period. The robot motions are based on
visual guidance instead of fixed trajectory, therefore there are
slight differences in joint angles and currents in the same
operation of different cycles during the pick-and-place task.

From Figure 7 and Figure 8 we could see that as the
robot repeatedly performed a pick-and-place task, the joint
angles and joint currents show their periodicity. Besides,
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FIGURE 7. Joint angles of the industrial robot under operation.

FIGURE 8. Joint currents of the industrial robot under operation.

it is presented that there are always some large transitory
fluctuations in both joint currents and joint angles for a
short time triggered by different robot motions, which may
be a difficulty to distinguish normal pattern from abnormal
behaviors. It should be noted that when injecting a fault to
the robot (as presented as red background on the charts), joint
currents are more sensitive to the external disturbance than
joint angles.

For comparison, the experiments were conducted with
SWCVAE,Multi-VAEs, PCA-VAE, OCSVM, ABOD, KNN.
Multi-VAEs constructed several sliding-window standard
VAE models for all variables in input data respectively, and
then took the negative of sum of negative parts of recon-
struct probabilities of models as the final anomaly score.
Also, we exploited PCA to transform multivariate time series
data into univariate time series, which would then be han-
dled by standard sliding-window VAE, which is referred to
as PCA-VAE. Both Multi-VAEs and PCA-VAE have the

FIGURE 9. The Performance of different methods.

same sliding window length of 250 as SWCVAE. We also
tested some typical anomaly detectionmethods like OCSVM,
ABOD, KNN by means of a python toolkit PyOD [31].

There are several metrics can be used to be the indicator of
performance of anomaly detection algorithm. In this paper,
we used Precision, Recall, F1 Score, and the Area Under the
Precision Recall Curve (PRAUC) to evaluate the performance
of models. High precision relates to low false alarm rate, yet
could not guarantee low miss alarm rate. Recall indicates the
sensitivity of the model to the anomaly, but high Recall may
also leads to high false alarm. F1 Score is the harmonic mean
of Precision and Recall, which can be a reliable indicator of
performance of models. PRAUC is a comprehensive metric
which can indicate the global performance of the model with
considering wide range of threshold. Therefore, we mainly
focus on F1 Score and PRAUC.

Precision =
TP

TP+ FP
(17)

Recall =
TP

TP+ FN
(18)

F1 =
2 ∗ Precision ∗ Recall
Precision+ Recall

(19)

where TP is the correctly predicted positive values (Predicted:
Abnormal, Actual: Abnormal), TN is the correctly predicted
negative values (Predicted: Normal, Actual: Normal), FP
is falsely predicted positive values (Predicted: Abnormal,
Actual: Normal), FN is falsely predicted negative values
(Predicted: Normal, Actual: Abnormal).

Finally, the detailed performances of different approaches
are reported in Table 3. The Figure 9 shows collision data
evaluated with different methods.

As can be seen in Table 3, SWCVAE performs best over all
methods in F1 Score and PRAUC, followed by Multi-VAEs
and PCA-VAE. Although Multi-VAEs has higher Recall than
SWCVAE, constructing several model for each variate would
inevitably reduce efficiency. PCA-VAE performs worse than
SWCVAE, which may indicate that some significant infor-
mation were thrown when using PCA to compress input
data into one dimension data. Overall, methods based on
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FIGURE 10. Collision data evaluated by different methods. Red background represents anomalies.

TABLE 3. The performances of different methods.

sliding-window VAE outperform than traditional methods.
Among traditional methods, OCSVM performs worst.

The detailed performances with different models are pre-
sented in Figure 10. OCSVM can hardly detect any anomalies
in robot data. A possible explanation for this might be that
OCSVM could not find internal anomalies within normal
boundary. ABOD can detect almost all collisions, but there
is also a fairly large amount of false positives.KNN can also
identify anomalies well and anomaly scores of abnormal data
are much higher than normal data, yet it is still not stable
due to a great amount of noises of anomaly scores which
lead to many false positives.As for PCA-VAE, its perfor-
mancce is fairly good and can detect all anomalies with small
noises. From the result of Multi-VAEs, we could observe
that it provides clearer peaks of anomaly scores in abnormal
data. Nonetheless, there are still a lot of false positives in

Multi-VAEs. SWCVAE can detect all collisions with clearer
peaks without false positives, indicating that SWCVAE suc-
cessfully extracts latent features sensitive to faults. Overall,
SWCVAE comprehensively outperforms other unsupervised
algorithms in experiments.

C. DISCUSSION
There are two significant parameters in SWCVAE model,
including the length of sliding window and the size of latent
dimension. Hence, in this section, the impact of these two
parameters would be discussed.

The length of sliding window on one hand would play an
important role in the performance of capturing normal pattern
from data. On the other hand, the length of sliding window
relating with computing cost can also affect the performacne
of online detection. Actually, the selection of the length of
sliding window may greatly depend on the characteristic of
data and their data pattern. Therefore, the discussion would
not help to find the best choice for general data. Instead,
discussion just provides some references of selection.

Figure 11 presents the performance with different lengths
of sliding window (from 50 to 600 with internal of 50) on
testing data under z dimension of 10 by comparing F1 Score,
PRAUC and detect time (ms). However, it is not easy to
recogize patterns from the results. Nevertheless, we could see
that SWCVAE can achieve good performances with window
length of 200 and 250, with both F1 Score and PRAUC
around 90. When the length is lower than 200, the results are
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FIGURE 11. Performance of SWCVAE with different lengths of sliding
window under z dimension of 10.

FIGURE 12. Performance of SWCVAE with different sizes of latent
dimension under the length of sliding window of 250.

unstable. But when it comes to the length of sliding window
between 250 to 400, PRAUC remains relatively stable while
F1 Score has downward trend. When the length of sliding
window is bigger than 400, the performance in these two
indicators does not perform as well as performances with the
length from 200 to 400. Therefore, it is recommended not to
choose long sliding window in consideration of its impact and
and computing cost on time.

As for the size of latent dimension, the performance of
SWCVAE with different sizes of latent dimension (from
5 to 55) under the length of slidingwindow of 250 is presented
in the Figure 12 by comparing F1 Score, PRAUC and detect
time (ms). It can be seen that the performance in terms of
PRAUC keeps fairly good among all tested z dimension while
high F1 Score can be achieved with relatively small or big
size of latent dimension. Overall, the size of z dimension has
relatively small impact on the performance of SWCVAE.

VI. CONCLUSION
In this paper, we presented an online unsupervised anomaly
detection method based on VAE with CNN structure for the
industrial robot. This method adopts a relatively long sliding
window in order to better recognize normal patterns of data.
In addition, CNN structure is embedded in the encoder and
decoder of VAE model to extract temporal and spatial fea-
tures. In general, this method has several following contribu-
tions. First, this method does not require any additional sensor
and any prior domain knowledge for the robot. The robot
data are collected from robot controller with relatively low
frequency. Besides, the model SWCVAE is an unsupervised

method without requiring labeled data. It only learns the nor-
mal pattern from normal time series data and detects anoma-
lies by recognizing the unseen pattern of data, which can
help to save effort and time for collecting fault data. In addi-
tion, this method can be applied online without accumulating
data, thus speeding response to anomalies. Furthermore, this
method can automatically extract effective features sensitive
to the faults instead of robot motions by using CNN structure
which helps for capturing the dependencies of the input data.
Overall, the experiments show that our model is capable of
reliably detecting unknown spatial and temporal anomalies
on the industrial robot. Thus, this work presents a promising
tool for condition-based maintenance of industrial robots.

However, despite the good performance obtained by our
model, there are still some researches to be done in the future.
Firstly, the model was tested by only one anomaly scenario
and only provided anomaly detection. Therefore, in the future
work, more study on testing under different anomaly scenar-
ios and analyzing anomalies would be performed. Secondly,
up to now, our model is partially online because the process
of training model is offline which means our model is fixed
and cannot adapt to new normal condition. Hence, finding a
way to improve the capability of the model in online learning
is the next research direction in the future.
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