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ABSTRACT Heterogeneous andmobile wireless sensor networks (HMWSNs) are generally practical in con-
structing smart Internet of Things. However, malware can easily propagate itself over HMWSNs and make
harm such as data interception and unauthorized activities. To defend such malware, developing a model to
disclose dynamics of malware propagation becomes urgently required. In this context, a heterogeneous and
mobile vulnerable-compromised-quarantined-patched-scrapped (VCQPS)model is proposed by considering
both the heterogeneity and mobility of HMSNs (heterogeneous and mobile sensor nodes). Then, differential
equations of transition proportions among all states are achieved by analyzing the changeable quantities of
HMSNs belonging to different states. Further, the existence of the stationary points of the VCQPS model is
proved, upon which the malware propagation threshold is derived by calculating the reproduction number.
The stability of the malware-free stationary-point is also proved. Experiments are performed to validate the
stability of the malware-free stationary-point and show the effectiveness of the VCQPS model by comparing
our model with traditional SIS and SIR models.

INDEX TERMS Heterogeneous and mobile wireless sensor networks, malware, epidemic theory, hetero-
geneity, mobility.

I. INTRODUCTION
Today, heterogeneous and mobile wireless sensor net-
works (HMWSNs) are the foundation of infrastructure net-
works such as smart homes, smart grid, and intelligent
transportation, which create smart Internet of Things. In an
HMWSN, heterogeneous and mobile sensor nodes (HMSNs)
have heterogeneities in terms of energy, communication con-
nection, and computation capability. They, on the other hand,
are furnishedwith locomotive structure, so that they canmove
as needed after they have been initially deployed [1]. Such
heterogeneities andmobility can effectively improve the scal-
ability, the coverage and connectivity, and the dependability
of the network [2], making HMWSNs be more practical in
constructing smart Internet of Things than homogeneous and
static WSNs.
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As intrusive software, malware is deliberately developed to
harm and destroy computer systems, which can easily propa-
gate itself over an HMWSN and harm the HMWSN [3]–[11].
For examples, Giannetsos et al. [12] and Gu et al. [13] gave
methods to show howmal-packets can be injected into sensor
nodes and propagate themselves among nodes. In a good
survey, Illiano and Lupu [14] further summarized the related
work on malware injection in sensor nodes and obtained gen-
eral principles to detect malware. Once malware propagates
over the HMWSN, it can steal, alter, and delete data sensed
by nodes, and even can monitor the activity of the HMWSN
without administrator permission [14]–[19]. To effectively
eliminate and control malware in the HMWSN, it is necessary
to explore dynamics of malware propagation for disclos-
ing malware propagation principles, which motivates us to
perform this work.

Epidemiology-based models describing communicable
diseases propagation can be employed to study the dynamics
of malware propagation in HMWSNs, due to the strong
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similarity between infectious disease and malware in
HMWSNs [20]. These models assist us in understanding how
andwhat scale themalwarewill propagate inHMWSNs in the
future. They also assist us in illustrating the impact factors
to decide whether the malware will propagate or dissipate in
HMWSNs, and thus guide administrators to design counter-
measures against malware.

Herein, we propose a heterogeneous and mobile vulner-
able-compromised-quarantined-patched-scrapped (VCQPS)
model including states V , C , Q, P, and S, which is motivated
by referring and extending the traditional SIR model. Note
that this epidemiology-based model adopts states from the
view of informatics to be more consistent with the habits of
computer readers. Moreover, this model considers both the
heterogeneity and the mobility of HMSNs.

We make contributions in this work as follows.
First, we propose a heterogeneous and mobile VCQPS

model, which, to the best of our knowledge, is the first
work for disclosing dynamics of malware propagation in
HMWSNs.

Second, we derive differential equations of transition pro-
portion among all states of the heterogeneous and mobile
VCQPS model, which can reflect the changeable quantities
of HMSNs belonging to different states.

Third, we prove the existence of the stationary points of the
heterogeneous andmobile VCQPSmodel.We further achieve
the malware propagation threshold by calculating the basic
reproduction number, upon which we can deduce the condi-
tion to judge when malware in HMWSNs can propagate.

Finally, we prove the stability of the malware-free
stationary-point of the heterogeneous and mobile VCQPS
model, which can instruct administrators to take suitable
security behaviors to suppress malware propagation.

We organize the remainder of this paper as follows.
In Section II, we review relatedwork and outline the unsolved
issues of existing epidemiology-based models for HMWSNs.
We analyze state transitions of HMSNs in Section III.We give
the coverage area of an HMSN with random direction mobil-
ity in Section IV. We deduce the heterogeneous and mobile
VCQPS model in Section V. We, in Section VI, character-
ize the heterogeneous and mobile VCQPS model in such
aspects including proof of stationary points, calculation of
the malware propagation threshold, and proof of stability of
the malware-free stationary-point. We perform experiments
in Section VII to validate the effectiveness of our model.
Finally, conclusions are summarized.

II. RELATED WORK
Up to now, researchers have made considerable effort to
develop epidemiology-based models for formulating mal-
ware propagation inWSNs.Mishra and Keshri [21] presented
a susceptible-exposed-infectious-recovered-susceptible-vac-
cination model, which describes both the temporal and
spatial characteristics of malware propagation. Sayad
Haghighi et al. [22] proposed a geographical susceptible-

infective model, which specially considers geometrical and
spatial constraints of WSNs. Upadhyay and Kumari [23] for-
mulated a susceptible-infected-terminally infected-recovered
model by introducing a ‘‘terminally infected’’ compartment.
Singh et al. [24] gave a susceptible-exposed-infectious-
recovered-vaccinated model considering node communi-
cation radius and density. Wang et al. [25] integrated a
discrete-time absorbing Markov process into the traditional
SISmodel to illustratemalware propagation in large networks
with nontrivial topologies. Shakya et al. [26] presented a new
susceptible-infectious-recovered model, which reflects spa-
tial correlation characteristics of WSNs. Additionally, there
are other representative epidemiology-based models for mal-
ware propagation in WSNs, such as a susceptible-exposed-
infectious-recovered model reflecting time delay [27],
a stochastic susceptible-infectious-susceptible model [28],
and a susceptible-exposed-infectious-recovered model refl-
ecting variable contact rates [29].

Some researchers have paid attention to malware prop-
agation in heterogeneous networks. Nowzari et al. [30]
presented a susceptible-exposed-infected-vigilant model,
which characterizes dynamics of malware propagation over
universal directed graphs considering node heterogeneity.
Keshri et al. [31] achieved malware propagation dynamics
using the susceptible-exposed-infectious-recovered model
with a reduced scale free network, in which sensor nodes are
divided into higher-degree and lower-degree ones. Qu and
Wang [32] analyzed the influence of i.i.d. infection rates
on the traditional susceptible-infectious-susceptible model.
Yang et al. [33] formulated a heterogeneous susceptible-
infectious-recovered-susceptible model, which reflects het-
erogeneous network topology. Eshghi et al. [34] proposed a
general epidemic framework considering the heterogeneity of
propagation rates.

Some researchers have studied malware propagation in
mobile WSNs. Wang et al. [35] disclosed the dynamics
of malware propagation in mobile WSNs with reaction-
diffusion equations. They [36] also analyzed the process of
malware propagation with pulse differential equations and
further patched sensor nodes in a pulse way. Zhu et al. [37]
considered delay reaction-diffusion equations and employed
a state feedback method to effectively control unstable steady
states. Other typical malware propagation models that can be
employed to mobile WSNs include a susceptible-exposed-
infected-recovered-susceptible model with a concrete con-
nection pattern [38], and a complex network-based model
classifying nodes into three groups: weakly-protected suscep-
tible ones, strongly-protected susceptible ones, and infected
ones [39].

However, how to disclose dynamics of malware propa-
gation in HMWSNs has yet not solved from related work
aforementioned.More especially, the first issue is how to con-
currently characterize three actual factors: the heterogeneity
of HMSNs, the mobility of HMSNs, and malware quarantine.
The second issue is how to deduce the condition to judge
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FIGURE 1. State transition diagram of an HMSN.

whether malware will propagate or dissipate. We herein solve
the first issue by considering the communication connectivity
and random direction model as measuring the heterogeneity
and mobility of HMSNs, respectively. We further add state
Q to reflect the case of malware quarantine. Then, we solve
the second issue by analyzing the stationary points of our
epidemiology-based model and deriving the malware prop-
agation threshold. Compared to our previous work [40], [41],
the current work not only consider the heterogeneity but also
the mobility of HMSNs; on the other hand, the current work
adopts a new state transition diagram for HMSNs.

III. STATE TRANSITIONS OF HMSNS
In the heterogeneous and mobile VCQPS model, state V
means that an HMSN has software bugs and is vulnerable to
be contaminated by malware. C means that the HMSN has
been compromised and mastered by malware, from which
malware can contaminate its neighbor HMSNs in state V
by sending packets each other. Q means that the HMSN is
quarantined because it has malware after intrusion detection.
Pmeans that the compromised HMSN has been removed the
existed malware via the HMWSN IDS, therefore it becomes
secure at present and can prevent from the known malware. S
means that the HMSN is scrapped for the reasons of battery
depletion, physical damage, or deliberate destruction by the
existed malware.

Figure 1 portrays the state transition diagram of an HMSN.
In essence, an HMSN changes its state due to the behaviors
of the malware and the HMWSN IDS, which are operated
by attackers and administrators, respectively. For an HMSN,
its state is P at the beginning. The state is changed from P
to V , once attackers scan the HMSN and discover its software
bugs, and thus the attackers can propagate malware into the
HMSN. Afterwards, the state is changed from V to C , once
the attackers constantly launch attacks and successfully inject
malware into the HMSN. Further, the state is changed from
C to Q, once malware existed in the HMSN is detected and
the administrators quarantine the HMSN. Moreover, when
an HMSN in states Q and P encounters the unknown mal-
ware, its state will change into state V for it lacks immunity
and becomes vulnerable. Generally, administrators launch the
HMWSN IDS to scan and remove the malware resided in
every HMSN, and also patch vulnerable HMSNs for prevent-
ing them from the unknown malware. These behaviors make
states V , C , and Q change into state P. Additionally, any
HMSN may occur hardware and software faults or is delib-
erately destroyed by malware, which lets states V , C , Q, and

FIGURE 2. Coverage area of an HMSN moving from one point to another.

P turn into state S. These scrapped HMSNs are usually taken
place of new HMSNs, since most HMSNs cannot be fixed.
In this manner, new HMSNs are added into the HMWSN,
whose number is the same as one of those scrapped HMSNs.
Therefore, in Fig.1 we portray the incoming dashed arrow
to denote the new HMSNs added, and the outgoing dashed
arrow to be the scrapped HMSNs.

IV. COVERAGE AREA OF A MOBILE HMSN WITH
RANDOM DIRECTION MOBILITY
Without loss of generality, we consider an HMWSN employ
the Random Direction Mobility model [42]. In this context,
an HMSN can freely move anyplace in the area covered
by the HMWSN. At time t it randomly selects its direction
ωt ∈ [0, 2π ) following a uniform distribution, in other words,
it does not have any given or special direction. The value
of its velocity vt ∈ [0, vmax] at time t is randomly taken,
which follows a normal distribution or a uniform distribution.
After a random time following an exponential distribution,
the HMSN changes its direction and velocity with new ran-
dom values. Note that these stochastic processes for direction
and velocity selection are generally unrelated to each other.

We next analyze the number of HMSNs communicating
with a mobile HMSN from mean field theory. Let rmin be the
minimum communication radius of an HMSN. υ and τ are
the mean moving velocity and the mean moving time of all
mobile HMSNs, respectively. As illustrated in Fig. 2, the cov-
erage area ς is the area of two semicircle with radius rmin plus
the area of a rectangle with width 2rmin and length υτ , i.e.,

ς = πr2min + 2rminυτ. (1)

V. HETEROGENEOUS AND MOBILE VCQPS MODEL
We consider that the heterogeneity of HMSNs is character-
ized by their communication connectivity. In this manner, all
HMSNs are separated as N sets, and an HMSN belonging
to the same set has the same communication connectivity.
We denote n ∈ {1, 2, · · · ,N } as the communication connec-
tivity of an HMSN belonging to set n. Let V t

n , C
t
n,Q

t
n, P

t
n, and

S tn be the proportions of set n in states V , C , Q, P, and S at
time t , respectively. We can easily obtain

V t
n + C

t
n + Q

t
n + P

t
n + S

t
n = 1 (2)

at any time. From [15], we assume the initial proportion of
HMSNs belonging to set n in state C is β, i.e.,

C0
n = β, 0 <β < 1. (3)

The initial proportions of HMSNs belonging to set n in
states Q, P, and S are 0, i.e.,

Q0
n = P0n = S0n = 0. (4)
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Therefore, the initial proportion of HMSNs belonging to set
n in state V is

V 0
n = 1− β. (5)

From complex network theory, the probability χ tn that an
HMSN belonging to set n in state V sends packets to one of
compromised HMSNs is

χ tn =
1

< d >

N∑
n=1

δnεnC t
n, (6)

where < d > is the mean degree (communication connec-
tivity) of the HMWSN, and δn and εn are the probability and
the propagation ability of an HMSN having communication
connectivity n, respectively. These variables satisfy

N∑
n=1

δn = 1 (7)

and

〈d〉 =
N∑
n=1

nδn. (8)

We next analyze the decremental proportion that vulner-
able HMSNs belonging to set n change into compromised
ones. Let ϕ be the density of all HMSNs with a uniform
distribution in the HMWSN, and φnxy be the probability of
HMSNs in set n transforming from x ∈ {V ,C,Q,P, S} to
y ∈ {V ,C,Q,P, S}. For a vulnerable HMSN belonging to
set n, it is compromised by malware with probability φnVC
when communicating with a compromised HMSN. When an
HMSN moves from a point to another, it can communicate
with ςϕ neighbors from (1). Such communications, however,
do not necessarilymake any neighbor become a compromised
HMSN; only a vulnerable neighbor may be compromised.
Therefore, there are ςϕV t

n · ςϕχ
t
n vulnerable-compromised

pairs for the HMWSN. Further, the number that vulnerable
HMSNs belonging to set n are changed into compromised
ones is φnVC · ςϕV

t
n · ςϕχ

t
n; the corresponding proportion is

φnVCςϕV
t
nχ

t
n.

We now examine transition proportions among all states
from Fig. 1. For vulnerable HMSNs belonging to set n at
time t , the incremental proportions of changing from states P
andQ are equal to the probability φnPV times the proportionPtn
and the probability φnQV times the proportion Qtn, i.e., φ

n
PVP

t
n

and φnQVQ
t
n, respectively. The decremental proportions of

changing into states P and D are equal to the probability φnVP
times the proportionV t

n and the probability φ
n
VD times the pro-

portion V t
n , i.e., φ

n
VPV

t
n and φ

n
VDV

t
n , respectively. As a result,

the differential proportion of vulnerable HMSNs belonging
to set n at time t , i.e., V̇ t

n , is

V̇ t
n = φ

n
QVQ

t
n + φ

n
PVP

t
n − φ

n
VCςϕV

t
nχ

t
n − φ

n
VPV

t
n − φ

n
VSV

t
n.

(9)

Similarly, we can obtain the differential proportions of
compromised, quarantined, patched, and scrapped HMSNs

belonging to set n at time t , i.e., Ċ t
n, Q̇

t
n, Ṗ

t
n, and Ṡ

t
n, are

Ċ t
n = φ

n
VCςϕV

t
nχ

t
n − φ

n
CQC

t
n − φ

n
CPC

t
n − φ

n
CSC

t
n, (10)

Q̇tn = φ
n
CQC

t
n − φ

n
QVQ

t
n − φ

n
QPQ

t
n − φ

n
QSQ

t
n, (11)

Ṗtn = α + φ
n
VPV

t
n + φ

n
CPC

t
n + φ

n
QPQ

t
n − φ

n
PSP

t
n, (12)

and

Ṡ tn = φ
n
VSV

t
n + φ

n
CSC

t
n + φ

n
QSQ

t
n + φ

n
PSP

t
n − α, (13)

respectively. Thus far, we obtain the heterogeneous and
mobile VCQPS model as illustrated in (9)–(13) subject
to (2)–(5). Note that we add the proportion α to the proportion
Ptn in (12) and conversely subtract it from the proportion
S tn in (13), for reflecting the fact that administrates should
replace the irreparably scrapped HMSNs with new patched
ones to make the HMWSN work normally.

VI. CHARACTERISTICS OF THE HETEROGENEOUS
AND MOBILE VCQPS MODEL
A. STATIONARY POINTS
We herein analyze the heterogeneous and mobile VCQPS
model and obtain its stationary points, which will be used
to compute the malware propagation threshold deciding
whether the malware will propagate or dissipate in the
HMWSN. From the mathematical view of differential equa-
tions, a stationary point of the VCQPS model is the value
(V ∗n , C

∗
n , Q

∗
n, P
∗
n, S
∗
n ) at time t∗ such that

∀t > t∗, (V t
n,C

t
n,Q

t
n,P

t
n, S

t
n) = (V ∗n ,C

∗
n ,Q

∗
n,P
∗
n, S
∗
n ).

(14)

In other words, (V t
n,C

t
n,Q

t
n,P

t
n, S

t
n) is invariable for all

t > t∗, upon which we can obtain the following theorem.
Theorem 1: The heterogeneous and mobile VCQPS

described by (9)–(13) has stationary points.
Proof: After the VCQPS arrives at its stationary points

at time t∗, (V t
n,C

t
n,Q

t
n,P

t
n, S

t
n) will be invariable. In this

manner, the differential proportions of all states are equal to
0 for all t > t∗. We can therefore obtain

φnQVQ
t
n + φ

n
PVP

t
n − φ

n
VCςϕV

t
nχ

t
n − φ

n
VPV

t
n − φ

n
VSV

t
n = 0

φnVCςϕV
t
nχ

t
n − φ

n
CQC

t
n − φ

n
CPC

t
n − φ

n
CSC

t
n = 0

φnCQC
t
n − φ

n
QVQ

t
n − φ

n
QPQ

t
n − φ

n
QSQ

t
n = 0

α + φnVPV
t
n + φ

n
CPC

t
n + φ

n
QPQ

t
n − φ

n
PSP

t
n − φ

n
PVP

t
n = 0

φnVSV
t
n + φ

n
CSC

t
n + φ

n
QSQ

t
n + φ

n
PSP

t
n − α = 0

(15)

After solving (15), we can obtain two stationary points 0Fr

and 0En as

0Fr = (V Fr
n ,C

Fr
n ,Q

Fr
n ,P

Fr
n , S

Fr
n ) (16)

and

0En = (V En
n ,CEn

n ,Q
En
n ,P

En
n , S

En
n ), (17)
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respectively. Here,

V Fr
n =

αφnPV

φnVPφ
n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV
, (18)

CFr
n = 0, (19)

QFrn = 0, (20)

PFrn =
α(φnVS + φ

n
VP)

φnVPφ
n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV
, (21)

SFrn = 1− V Fr
n − C

Fr
n − Q

Fr
n − P

Fr
n

= 1−
α(φnPV + φ

n
VS + φ

n
VP)

φnVPφ
n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV
, (22)

V En
n =

κn

ηn
, (23)

CEn
n =

ιn(αφnPVφ
n
VCςϕη

n
−κn(φnVSφ

n
PV+φ

n
PS (φ

n
VP+φ

n
VS )))

ηn(ιnφnCSφ
n
PV+φ

n
QSφ

n
CQφ

n
PV+κ

nιnφnPS−φ
n
QVφ

n
CQφ

n
PS )
,

(24)

QEnn =
φnCQ

ιn
CEn
n , (25)

PEnn =
α

φnPS
−
κnφnVS

φnPSη
n −

ιnφnCS + φ
n
QSφ

n
CQ

ιnφnPS
CEn
n , (26)

and

SEnn = 1− V En
n − C

En
n − Q

En
n − P

En
n , (27)

where

κn = φnCQ + φ
n
CP + φ

n
CS , (28)

ιn = φnQV + φ
n
QP + φ

n
QS , (29)

and

ηn =
φnVCςϕ

< d >

N∑
n=1

δnεn. (30)

Thus, the proof is completed. �
Note that the stationary points obtained by Theorem 1 have

different practical meanings. We call 0Fr be the malware-
free stationary-point indicating malware disappearance from
the HMWSN, since the proportion CFr

n is equal to 0 after
the VCQPS model arrives at 0Fr . However, 0En is called
by the endemic stationary-point meaning malware propa-
gation in the HMWSN, since the proportion CEn

n is larger
than 0 after the VCQPS model arrives at 0En. Therefore, all
administrators look forward to the stationary point 0Fr for
the reason that malware in the HMWSNwill die out based on
continuous security behaviorsmade by administrators. On the
contrary, administrators do their utmost to keep away from
the stationary point 0En for the obvious reason that malware
in the HMWSN will propagate and HMSNs with proportion
CEn
n will be compromised to interrupt the general operation

of the HMWSN.

B. MALWARE PROPAGATION THRESHOLD IN HMWSNS
Wenow pay attention to themalware propagation threshold in
HMWSNs, which can instruct administrators to take suitable

security behaviors to suppress malware propagation. This
threshold provides the condition to judge when malware in
the HMWSN can propagate, after it is employed to disclose
the dynamics of the VCQPS model. From the view of math-
ematics, the threshold is acquired by computing the basic
generation number, which is equal to the average value of
compromised HMSNs converted from the primary HMSNs
in state C .
Theorem 2: A malware propagation threshold exists in the

HMWSN characterized by the VCQPS model.
Proof: We employ the next-generation matrix met-

hod [43] to complete the proof. From this method, the mal-
ware propagation threshold µ is equal to ‘‘the spectral radius
of the next-generation matrix’’ [43]. In other words, µ =
ρ(E0FrF

−1
0Fr

), where ρ(·) denotes the spectral radius, E0Fr
denotes the advent rate matrix of HMSNs in state C at the
stationary point 0Fr , F0Fr denotes the transition rate matrix
of HMSNs at the stationary point 0Fr , and F−1

0Fr
denotes the

inverse of matrix F0Fr . Let

Ẽ = [eC ] =
[
φnVCςϕV

t
nχ

t
n
]
, (31)

and

F̃ = [fC ] =
[
φnCQC

t
n + φ

n
CPC

t
n + φ

n
CSC

t
n

]
, (32)

satisfying

Ẽ− F̃ =
[
φnVCςϕV

t
nχ

t
n − φ

n
CQC

t
n − φ

n
CPC

t
n − φ

n
CSC

t
n

]
.(33)

Therefore, we can obtain the advent rate matrix E0Fr as

E0Fr =
[
∂eC
∂C t

n

]
0Fr
=

[
V Fr
n η

n
]
, (34)

and the transition rate matrix F0Fr as

F0Fr =
[
∂fC
∂C t

n

]
0Fr
=

[
φnCQ + φ

n
CP + φ

n
CS

]
= [κn]. (35)

Further, we can obtain the malware propagation threshold µ
as

µ = ρ(E0FrF
−1
0Fr

) =
V Fr
n η

n

κn
. (36)

Thus, the proof is completed. �

C. STABILITY ANALYSIS OF THE MALWARE-FREE
STATIONARY-POINT
Lyapunov stability theory [44] is generally applied to analyze
the stability properties of a system consisting of differential
equations. In this manner, we adopt the same tool to make
stability analysis of the heterogeneous and mobile VCQPS
model. There are two most commonly used concepts: locally
asymptotically stable and globally asymptotically stable.
A stationary-point ψ∗ is judged to be locally asymptotically
stable if all solutions of the system that start nearψ∗ keep near
ψ∗ for all time and, moreover, these all solutions tend towards
ψ∗ as t →∞. This judgment is usually performed according
to all eigenvalues of the characteristic determinant of a Jaco-
bianmatrix [45]. Differently, a stationary-pointψ∗ is globally
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asymptotically stable if it is stable given an arbitrary valid
value. The corresponding proof is more difficult to achieve,
because the whole process includes how to skillfully define a
Lyapunov function and how to prove that the stationary-point
ψ∗ is globally attractive.

Although the VCQPS model has two stationary points,
we only analyze the stability of the malware-free stationary-
point. This is because finding what conditions to result in the
malware-free stationary-point is practical for securely man-
aging the HMWSN, whereas the endemic stationary-point
should be avoided.
Theorem 3: The malware-free stationary-point 0Fr is

locally asymptotically stable if µ < 1 , whereas 0Fr is
unstable if µ ≥ 1.
Proof: We can reduce the VCQPS model as four differen-

tial equations describing the proportion dynamics of V t
n , C

t
n,

Qtn, and P
t
n, since

S tn = 1− V t
n − C

t
n − Q

t
n − P

t
n (37)

can be inferred from V t
n , C

t
n, Q

t
n, and P

t
n.

From ‘‘stability theory for ordinary differential equa-
tions’’ [45], the stationary point 0Fr is locally asymptotically
stable if and only if all eigenvalues of the characteristic
determinant of J(0Fr ) are less than 0, where J(0Fr ) is the
Jacobian matrix of the VCQPS model arriving at 0Fr . There-
fore, we first present the Jacobian matrix J of the VCQPS
model as (38), shown at the bottom of this page. Further,
the Jacobian matrix of the VCQPS model arriving at 0Fr is
obtained as

J(0Fr )

=


−φnVP − φ

n
VS −V Fr

n η
n φnQV φnPV

0 V Fr
n η

n
− κn 0 0

0 φnCQ −ιn 0
φnVP φnCP φnQP −φ

n
PS − φ

n
PV

 .
(39)

We denote ν and G be the eigenvalue and the identity
matrix, respectively. The eigenfunction of matrix J(0Fr ) can

be obtained as∣∣∣νG− J(0Fr )
∣∣∣

=

∣∣∣∣∣∣∣∣
ν+φnVP+φ

n
VS V Fr

n η
n

−φnQV −φnPV
0 ν − V Fr

n η
n
+κn 0 0

0 −φnCQ ν+ιn 0
−φnVP −φnCP −φnQP ν+φnPS+φ

n
PV

∣∣∣∣∣∣∣∣
= (ν2 + (φnPS + φ

n
PV + φ

n
VP + φ

n
VS )ν + φ

n
VPφ

n
PS

+φnVSφ
n
PS + φ

n
VSφ

n
PV )

·(ν − V Fr
n η

n
+ κn) · (ν + ιn) (40)

Thus, all eigenvalues can be obtained as

ν1 =
−σ n +

√
(σ n)2 − 4(φnVPφ

n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV )

2
,

(41)

ν2 =
−σ n −

√
(σ n)2 − 4(φnVPφ

n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV )

2
,

(42)

ν3 = V Fr
n η

n
− κn = (µ− 1)κn, (43)

and

ν4 = −ι
n, (44)

where

σ n = φnPS + φ
n
PV + φ

n
VP + φ

n
VS . (45)

Obviously,

ν1 <
−σ n +

√
(σ n)2

2
= 0, (46)

ν2 < 0, ν3 < 0 if µ < 1, and ν4 < 0. As a result,
the malware-free stationary-point 0Fr is locally asymptoti-
cally stable if µ < 1, whereas 0Fr is unstable if µ ≥ 1. Thus,
the proof is completed. �
Next, we employ a Lyapunov function, which is a con-

tinuous real-valued and scalar one, to examine the global
stability of stationary points for the heterogeneous andmobile

J =



∂V̇ t
n

∂V t
n

∂V̇ t
n

∂C t
n

∂V̇ t
n

∂Qtn

∂V̇ t
n

∂Ptn
∂Ċ t

n

∂V t
n

∂Ċ t
n

∂C t
n

∂Ċ t
n

∂Qtn

∂Ċ t
n

∂Ptn
∂Q̇tn
∂V t

n

∂Q̇tn
∂C t

n

∂Q̇tn
∂Qtn

∂Q̇tn
∂Ptn

∂Ṗtn
∂V t

n

∂Ṗtn
∂C t

n

∂Ṗtn
∂Qtn

∂Ṗtn
∂Ptn



=


−φnVCςϕχ

t
n − φ

n
VP − φ

n
VS −V t

nη
n φnQV φnPV

φnVCςϕχ
t
n V t

nη
n
− κn 0 0

0 φnCQ −ιn 0
φnVP φnCP φnQP −φnPS − φ

n
PV

 . (38)
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VCQPS model. Generally, the Lyapunov function is with the
LaSalle invariant principle [46].
Theorem 4: The malware-free stationary-point0Fr is glob-

ally asymptotically stable ifµ < 1, whereas 0Fr is unstable
if µ ≥ 1.
Proof: To deduce the globally asymptotical stability of

the malware-free stationary-point 0Fr , we define a Lyapunov
function ζ t based on (9)–(13) as

ζ t =

N∑
n=1

δnεnC t
n

κn
. (47)

Therefore, the time derivative of the Lyapunov function ζ t

along the solutions of the VCQPS model is

ζ̇ t =

N∑
n=1

δnεnĊ t
n

κn

=

N∑
n=1

δnεn(φnVCςϕV
t
nχ

t
n − φ

n
CQC

t
n − φ

n
CPC

t
n − φ

n
CSC

t
n)

κn

=

N∑
n=1

δnεnφ
n
VCςϕV

t
nχ

t
n

κn
−

N∑
n=1

δnεnC t
n

= χ tn < d >

(
N∑
n=1

δnεnφ
n
VCςϕV

t
n

κn < d >
− 1

)
. (48)

Further, the derivative ζ̇ t at the stationary point 0Fr is

ζ̇ t
0Fr
= χ tn < d >

(
N∑
n=1

δnεnφ
n
VCςϕV

Fr
n

κn < d >
− 1

)

= χ tn〈d〉
(
V Fr
n η

n

κn
− 1

)
= χ tn〈d〉(µ− 1), (49)

which satisfies ζ̇ t
0Fr
≤ 0 if µ < 1. In this way, if µ < 1,

χ tn = 0 so that ζ̇ t
0Fr
= 0. Because δn > 0 and εn > 0 for all

n = 1, 2, · · · ,N , we obtain

lim
t→∞

C t
n = 0. (50)

Consequently, we obtain

lim
t→∞

Qtn = 0, (51)

lim
t→∞

V t
n =

αφnPV

φnVPφ
n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV
, (52)

lim
t→∞

Ptn =
α(φnVS + φ

n
VP)

φnVPφ
n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV
, (53)

and

lim
t→∞

S tn = 1−
α(φnPV + φ

n
VS + φ

n
VP)

φnVPφ
n
PS + φ

n
VSφ

n
PS + φ

n
VSφ

n
PV
. (54)

Therefore, the malware-free stationary-point 0Fr is globally
attractive for the VCQPS model if µ < 1. From Theorem 3
that the malware-free stationary-point 0Fr is locally asymp-
totically stable if µ < 1, we have that the malware-
free stationary-point 0Fr is globally asymptotically stable

if µ < 1; whereas 0Fr is unstable if µ ≥ 1. Thus, the proof
is completed. �
From Theorems 3 and 4, we conclude that if µ < 1, the

proportions of HMSNs belonging to set n in states V ,C ,Q, P,
and S will eventually converge to V Fr

n , 0, 0, PFrn , and SFrn ,
respectively. That is, malware in the MHWSN will fade as
long as administrators take security behaviors to make the
MHWSN parameters achieve the condition µ < 1, no matter
what proportion of HMSNs belonging to set n in state C is
initialized. This case should be pursued by administrators
in practice for suppressing the malware propagation in the
HMWSN.

VII. EXPERIMENTAL VALIDATION FOR
THE VCQPS MODEL
Here, we simulate the heterogeneous and mobile VCQPS
model viaMATLABR2018a.We further validate the stability
of the malware-free stationary-point from Theorem 3 when
the malware propagation threshold in an HMWSN µ < 1
and µ ≥ 1, respectively. We also show the effectiveness of
the VCQPS model by comparing our model with traditional
SIS and SIR models.

We set simulation parameters for the VCQPS model as
follows. The topology of the HMWSN that has 2,000HMSNs
is referred to [47], where the minimum degree (communica-
tion connectivity), the maximum degree, and the mean degree
are 2, 20, and 4, respectively. Moreover, the propagation
ability of a compromised HMSN, εn, is referred as εn =
ζnθ/(1 + ψnθ ) [48], where ζ = 5, θ = 0.5, and ψ = 1.
In addition, the interval time of the HMWSN changing from
one state to the next is 1 d.

A. VALIDATION FOR STABILITY OF THE MALWARE-FREE
STATIONARY-POINT WHEN µ < 1
In this instance, we set the probabilities of HMSNs in
set n transforming from x ∈ {V ,C,Q,P, S} to y ∈
{V ,C,Q,P, S} based on the characteristics of HMSNs,
as illustrated in Table 1. As a result, the malware propagation
threshold satisfies µ < 1 from (36).

As illustrated in Figs. 3–7, we show, when µ < 1, the
changeable proportions of HMSNs belonging to set n in
states V , C , Q, P, and S, respectively. Fig. 3 presents that
the proportions of HMSNs in state V all keep at ∼90%
in the beginning ∼13 d, as the mean moving velocity of
HMSNs changes from 0.1 to 1. These proportions then
quickly descend to ∼2.55% that is approximately equal to
V Fr
n from (18), after ∼20 d. From Fig. 4, the proportions

of compromised HMSNs all keep at ∼10% in the begin-
ning ∼13 d. These proportions then quickly ascend to their
maximum values,∼77.99%,∼78.15%,∼78.31%,∼78.46%,
∼78.62%, ∼78.77%, and ∼78.91% for mean moving veloc-
ities (unit m/s) υ = 0.1, υ = 0.25, υ = 0.4, υ = 0.55,
υ = 0.7, υ = 0.85, and υ = 1, respectively. Afterwards,
all of these proportions slowly descend and tend to 0 that is
the same value asCFr

n from (19). From Fig. 5, the proportions
of quarantined HMSNs all keep at 0 in the beginning ∼13 d.
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TABLE 1. Probabilities of HMSN state transformation.

FIGURE 3. Proportion of HMSNs in state V according to velocity and time
when µ < 1.

These proportions then slowly ascend to their maximum
value ∼10.63%, after ∼70 d. All of these proportions then
slowly tend to 0 that is the same value as QFrn from (20),
after ∼55 d. From Fig. 6, the proportions of currently secure
HMSNs all keep at 0 in the beginning ∼13 d, then slowly
ascend and finally tend to ∼83.83% that is approximately
equal toPFrn from (21). From Fig. 7, the proportion tendencies
of the scrapped HMSNs are similar to those of HMSNs in
state P. Nevertheless, these proportions in Fig. 7 finally tend
to ∼13.61% that is approximately equal to SFrn from (VI-A).

We can conclude that, from the above analyses, proportions
of HMSNs belonging to set n in states V , C , Q, P, and S
nearly tend to V Fr

n , CFr
n , QFrn , PFrn , and SFrn , respectively,

in spite of the different moving velocities of HMSNs. This
conclusion has validated that the VCQPS model has the sta-
tionary point 0Fr , and that the malware-free stationary-point

FIGURE 4. Proportion of HMSNs in state C according to velocity and time
when µ < 1.

FIGURE 5. Proportion of HMSNs in state Q according to velocity and time
when µ < 1.

FIGURE 6. Proportion of HMSNs in state P according to velocity and time
when µ < 1.

of the heterogeneous and mobile VCQPS model is locally
asymptotically stable if the malware propagation threshold
satisfies µ < 1. More especially, experimental results show
that the proportion of compromised HMSNs finally tends
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FIGURE 7. Proportion of HMSNs in state S according to velocity and time
when µ < 1.

FIGURE 8. Proportion of HMSNs in state V according to velocity and time
when µ ≥ 1.

to 0, reflecting that the malware in the HMWSN will die
out only if administrators continually keep current security
measures. We should pursue this circumstance by controlling
parameters in (30) so that the malware propagation threshold
satisfies µ < 1. Thus, we can restrain the malware propaga-
tion in the HMWSN.

B. VALIDATION FOR UNSTABILITY OF THE
MALWARE-FREE STATIONARY-POINT WHEN µ ≥ 1
In this instance, we set probabilities of HMSN state transfor-
mation as those described in Table 1, except for φnVC = 0.6
and φnPV = 0.01. In this manner, the malware propagation
threshold is approximately equal to 4 from (30), satisfying
µ ≥ 1.

As illustrated in Figs. 8–12, we show, when µ ≥ 1,
the changeable tendencies of HMSN proportions in dif-
ferent states. As time evolves, the eventual proportions
of HMSNs belonging to set n in states V , C , Q, P,
and S when µ ≥ 1 are ∼1.12%, ∼1.41%, ∼0.52%,
∼73.59%, and ∼23.36%, respectively. These eventual pro-
portions are approximately equal to V En

n , CEn
n , QEnn , PEnn ,

and SEnn from (23), (24), (25), (26), and (27), respectively.

FIGURE 9. Proportion of HMSNs in state C according to velocity and time
when µ ≥ 1.

FIGURE 10. Proportion of HMSNs in state Q according to velocity and
time when µ ≥ 1.

FIGURE 11. Proportion of HMSNs in state P according to velocity and
time when µ ≥ 1.

Therefore, we have validated that the VCQPS model
has the stationary point 0En, and that the malware-free
stationary-point of the VCQPS model is unstable if the
malware propagation threshold satisfies µ ≥ 1. Note that
the eventual proportion of compromised HMSNs is more
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FIGURE 12. Proportion of HMSNs in state S according to velocity and
time when µ ≥ 1.

than 0, reflecting that the malware will propagate around
the HMWSN. Moreover, the eventual proportion of scrapped
HMSNs is more than ∼10%, compared to that in the case
µ < 1. This phenomenon is caused by malware propagation
making more HMSNs be deliberately destructed. Therefore,
an actual strategy adopted by administrators is to control
parameters in (30) and guarantee that the malware propa-
gation threshold does not satisfy µ ≥ 1. In this manner,
the malware propagation in the HMWSN can be effectively
constrained and thus the HMWSN can serve normally.

C. COMPARISON WITH TRADITIONAL MODELS
In order to show the effectiveness of the heterogeneous and
mobile VCQPS model, we herein compare and contrast our
model with the traditional and typical models—SIS and SIR.
We still contemplate the same two conditions—µ < 1 and
µ ≥ 1—as those in Sections VII.A and VII.B. We perform
experiments of all models with the same proportion values
and network environment under the same condition. More-
over, we employ the proportion of compromised HMSNs as
the comparative indicator, since the changeable proportion
trend of the compromised HMSNs can obviously character-
ize the effectiveness of different models based on epidemic
theory.

As illustrated in Figs. 13 and 14, we give the compara-
tive results of three models based on epidemic theory under
conditions µ < 1 and µ ≥ 1, respectively. We here set
the initial proportion of compromised HMSNs at 30% in
order to more clearly observe the comparative results. From
Fig. 13, the proportion of compromised HMSNs, achieved by
the VCQPS model, quickly ascends to the maximum value
∼81.45%, and then slowly descends to 0 as the final value.
The changeable proportion from the SIR model is similar
to that from the VCQPS model; however, its maximum and
final values are respectively ∼88.23% and ∼1.74%, both
of which are more than those of the VCQPS model. This
experimental result indicates the effectiveness of our model
is more than that of the traditional SIR model under condition
µ < 1. Moreover, the effectiveness of the traditional SIS

FIGURE 13. Comparison among the VCQPS, SIS, and SIR models according
to the proportion of compromised HMSNs, when µ < 1.

FIGURE 14. Comparison among the VCQPS, SIS, and SIR models according
to the proportion of compromised HMSNs, when µ ≥ 1.

model under condition µ < 1 is worst, since the final propor-
tion value stabilizes ∼97.2% meaning that the malware will
largely propagate over the HMWSN. Under condition µ ≥ 1
in Fig. 14, the proportions of compromised HMSNs, achieved
by the VCQPS, SIR, and SIS models, approximately tend to
∼1.43%, ∼3.85%, ∼99.3%, respectively. This experimental
result indicates that the malware in the HMWSN can be con-
strained at minimum level via the VCQPS model. As a result,
the effectiveness of the heterogeneous and mobile VCQPS
model is obviously most than the SIR and SIS models.

VIII. CONCLUSION
Motivated by the requirement to defend malware, we have
proposed a heterogeneous and mobile vulnerable-compro-
mised-quarantined-patched-scrapped (VCQPS) model to dis-
close dynamics of malware propagation in HMWSNs. This
model considers both the heterogeneity and mobility of
HMSNs, and reflects the characteristic of HMSN quaran-
tine. We have derived differential equations of transition
proportions among all states, which are able to indicate
the changeable quantities of HMSNs belonging to different
states. Further, we have proven the existence of the stationary

VOLUME 8, 2020 43885



S. Shen et al.: Epidemiology-Based Model for Disclosing Dynamics of Malware Propagation in HMWSNs

points of the VCQPS model, and achieved the malware prop-
agation threshold that can make us deduce the condition to
judge when malware in the HMWSN can propagate. We have
also proven the stability of the malware-free stationary-point,
which is able to acknowledge what condition administra-
tors should pursue. We have finally performed experiments
and compared to the traditional epidemiology-based models
to validate the effectiveness of our model. Our theoretical
contributions and results can instruct administrators to take
suitable security behaviors to suppress malware propagation
in HMWSNs.

Although this paper have addressed the issue on how to
disclose the dynamics of malware propagation in HMWSNs,
there are still a lot of further issues to be done in the future.
One interesting issue is how to study themost efficient control
strategies such as node immunity optimization, rate adjust-
ment by optimally increasing (or decreasing) the recovery
(or infection) rate, and topology optimization by optimally
removing specific nodes and links. This constructs our future
work to control the dynamics of malware propagation in
HMWSNs.
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