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ABSTRACT This paper proposes a hand free human-machine interaction (HMI) system to establish a novel
way for communication between humans and computers. A regular interaction system based on the computer
mouse puts the user’s hand for too long in a pronation posture that increases inflammation in the wrist and
hand. Additionally, the need for hand obstructs the use of computers for handicap people. In this paper,
we develop a new pointing device for differently able people based on open and closed human eyes with
inertia measurement that restrict to deal with carpal tunnel syndrome (CTS) for regular people and enables a
novel way to interact with computers for the handicap people. The proposed system carries the human head
gesture and eyes to perform the movement and clicking event of the mouse cursor. A combined three-axis
accelerometer and gyroscope is used to detect the head gesture and translate it into the position of the mouse
cursor on the computer monitor. To perform the left and right-clicking event, the user needs to shut down
the left and right eye for a moment while opening another eye. This paper is also carried out the design of
a deep learning approach to classify the individual openness and closeness of both human eyes with quite a
high accuracy of 95.36% that ensures the comprehensive control over the clicking performance. The use of
complementary filter removes the noise and drift from the obtained performance and confirms the smooth
and accurate operation of the proposed device. An experimental validation is added to show the effectiveness
of the proposed HMI system. The experimental details along with the performance evaluation prove that the
proposed HMI system has extensive control over its performance for differently able people.

INDEX TERMS Accelerometer, gyroscope, complementary filter, deep learning approach, Fitts’s law.

I. INTRODUCTION

Human-machine interaction (HMI) develops an assistive
communication technology for differently able people with
more flexibilities. The HMI creates a phenomenon to design,
evaluate and implement interactive computing devices for the
interaction. The development of this technology enables a
medium of communication between machines and humans
by using graphical user interfaces (GUIs). It includes
the efficient design of the operating systems, computer
graphics, and different programming languages to control
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the machine for the interaction. On the contrary, other
forms of communication include joysticks or tactile screens,
graphic design skills, and social and cognitive psychology
that control the human factor during the interaction with
machines/computers [1]-[4].

A computer interaction based on regular mouse requires
a human hand and plane surface for its operation which
is not adequate for fixed pointing on the computer screen.
To address this problem, the idea of air mouse have been
emerged in [5]. These modern computer mice are wireless
and use the light sensor to detect its movement. The operation
of these mice also depend on the plain and unobstructed
surface to effectively poll the user movement. When the
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user spends too much time on the computer with air mouse,
they feel numbness and pain in their wrist which leads to
a heightened risk of the CTS [6]. An ergonomic mouse is
designed to solve the CTS problem by reducing the ulnar
deviation [7]. The increased pressure in the carpal tunnel
area limits the application of ergonomic mouse. Additionally,
the need for hand limits the use of above mouses for the hand-
icap people [8]. However, a hand-free operation of the point-
ing device or mouse is needed to make the computer-access
for the disable people as well as to remove the strain in finger
and cuts down the joint pain.

Recently, people started to use emerging technology for
human-computer interaction (HCI) based on visual infor-
mation, human voice recognition, brain-computer inter-
faces (BCI) and head-operated joysticks [9]. A large number
of people with hand disabilities pay much attention to this
kind of technology for computer interaction because no hand
or GUI is required to control the computer mouse. Acoustic
based pointing system is one widely used system where
the human voice is required for the interaction [10]-[12].
The control unit of this system receives the sound through
the microphone and converts it into an electrical signal to
perform the desired tasks. Although the use of this technique
can relief the use of hands for computer operation, the effect
of the external noise complex the proper selection of voice
that suffers the accurate pointing.

Bionic technology is proposed to overcome the effect
of external noise [13]. It is the combination of biology,
robotics and computer science, and plays an important role
in the pointing system by using the biological signal from
the human organs. Brain-computer interfacing (BCI) is one
of the widely used bionic techniques that takes the signal
from the neuron of the human brain through a number of
electrodes. The amplitude of these signals is quite low that
requires an external amplification system. Electrooculogra-
phy (EOG) is another interaction way to detect and track
the eye movement using the computer camera where no
amplification system is required to make the interaction with
computer. The peoples who are unable to use above interfac-
ing devices for HCI, they can use this technique [14], [15].
This technique requires an additional eye-tracking algorithm
to perform the interaction.

Number of eye movement tracking algorithm has already
been developed in the state-of-art. One of widely used tech-
nique based on the pattern of eye movement have been pro-
posed in [16]. This method is designed based on the minimum
redundancy with maximum relevance feature selection of
eye. In this method, the pattern of eye movement is achieved
by introducing saccades, blinks and fixations characteristics.
This algorithm is able to increase the tracking precision up to
76.1% by using the support vector machine. Web browsing
and detecting the single identifiable activity is the limitation
of this algorithm.

Experts research on the field of eye tracking is divided
into signal tracking-based and vision-based method. A signal
based eye tracking method is proposed in [17] where neural
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network with wavelet transform is used to find the potential
differences between the cornea and retina to identify the eye
movement. This system is able to reduce the tracking error
less than 2°. The need of electrodes and fixation problems
are the main drawbacks of this method.

A feature-based approach to detect the eye-blink artifact
has been proposed for HCI based on EOG [18], [19]. The
features of the eye-blink artifact may have maximum absolute
value [20], entropy [21], second-order transform [18] and
teager-kaiser energy [22]. An artifact detection method by
using distance-based approach is presented in [23] for HCI.
This is developed by reconstructing a template of the artifacts.
The distance between the templates are measured by using
dynamic time warping [24] and support vector machine [25].
A constant threshold value used in these technique produces
the detection error.

Vision-based gesture recognition technique has been
applied to obtain high accuracy for mouse pointing [26]. This
system requires the engagement of the human hand to control
a pointing device by using 2D and 3D hand gestures. The
advantage of this technique is its capability to obtain informa-
tion from the captured image at long distance. This method
has high precision but requires lots of time for computing.
The training based methods by using active appearance mod-
els (AAM) [27], or histogram of oriented gradient (HOG)
based SVM (HOG-SVM) [28] requires less data processing
time. However, it is complicated to find an ideal feature
dimension that results in produce lower accuracy.

Electroencephalogram (EEG) technique has been devel-
oped to overcome the limitation of the feature and
distance-based approach [29]. This algorithm combines with
automatic thresholding algorithm where the extracted fea-
tures are processed by using the digital filters. The individual
threshold value is able to minimize the detection error. The
advantage of this method is rapid data acquisition. Moreover,
the noise due to the user movement affects the signal that
may develop the lower signal to noise ratio and decreases the
accuracy level.

To address the above problems, in this paper, we propose
a novel hand free human-machine or computer interaction
system for communication between the machine or computer
and people with quite high level of accuracy. The main aim
of this paper is to develop a new pointing device that able
to make interaction with computers for the differently able
people.

The main contributions of this paper are as follows:

(i) Development of a novel hand free human-machine inter-
action system to carry on the combination of left and right eye
movement classification for mouse pointing and head gesture
for mouse movement on the computer screen.

(ii) Design of a deep learning technique for enhancing the
classification performance of the open and closed eye images
obtained from a general-purpose webcam.

(iii) Integrating a complementary filter (combination of
high and low pass filter) with an inertial measurement
unit (IMU) to remove the noise and drift from the obtained
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FIGURE 1. Basic block diagram of the proposed system.

performance that results in accurate pointing on the computer
screen.

The residue of the paper is ordered as follows: The
method of filter implementation and mouse pointer control
is described in section II. The implementation of proposed
deep learning approach for eye status detection is manifested
in section III. Section IV describes the evaluation of usability
performance using the computer. A concluding part of the
paper is depicted in section V.

Il. MOUSE POINTER CONTROL

The basic block diagram of the proposed system is illustrated
in Fig.1. The system performs the fundamental mouse event,
i.e. left click, right click and the mouse pointer movement
on the screen without the intervention of the human hand.
A radio frequency (RF) transmitter transfers the head motion
activity to the computer to locate the cursor on the screen.
The movement of the cursor is followed by the user’s head
motion activity which is detected by the IMU (combination
of accelerometer and gyroscope sensor). The obtained infor-
mation from IMU is employed with a sensor fusion technique
to acquire minimal uncertainty that may affect the system
performance. Hence, a complementary filter based sensor
fusion technique is used to remove the problems appreared
in IMU. The advantages of the proposed system are its capa-
bility to reduce the burden of holding the air mouse for its
operation, decrease the wrist pain and ensure the reliable
communication between the computer and differently able
people.

In this paper, the control of the mouse pointer’s posi-
tion is presented with respect to the movement of human
head. When the user tilt his head on the left-right or
forward-backward direction, the system performs the mouse
pointer movement action. Accordingly, for calling the pointer
to move in horizontal direction, the condition is to tilt the
head to right (for right moving) or to left (for left moving).
Similarly, for moving the pointer in vertical direction, the user
needs to tilt his head in forward (for moving up) or to the
backward (for moving down). An embedded control is used
in the proposed design which takes the signal from IMU and
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performs the required action of mouse pointer. The precious
reading from IMU is essential for better placement of the
cursor of the mouse in the computer screen. The performance
of IMU may be affected due to the presence of external
noise which initiates the design of proper filtering system
to overcome the noise. The detail design of complementary
filter is discussed in the following section.

A. FILTER IMPLEMENTATION

The proposed system determines the current head tilt angle of
a user using the combination of gyro sensor and accelerom-
eter. The signals generated from the gyro sensor and
accelerometer have to be interpreted to the pixel information
in the computer monitor. The gyroscope sensor is used to
measure the angular velocity of the head tilt. The output of
this sensor is linearly proportional to the rate of change of
rotation in degrees per second along the corresponding axis.
The angular velocity from the gyroscope reading along with
x-axis and y-axis can be represented as,

Xgyro = Xgyro_ADC — Xgyro_offset * Xgyro _ scale
Ygyro = Ygyro_ADC — Ygyro_offset * Ygyro _ scale (D

where,

Xgyro and Ygyro = Angular velocity along x- and y-axis
Xgyro_ADC and ygyro_apc = Gyroscope raw data along x- and
y-axis

Xaxis_offset and Yaxis_offset = Gyroscope reading when lying
stationary with x- and y-axis

Xaxis _scale aNd Yaxis scale = Conversion factor along x- and
y-axis.

The desired angle of the head tilt is measured by integrating
of eq. (1) that represents the rotation of head along with x- and
y-axis respectively. The resultant integration of the gyroscope
sensor reading can be represented as,

Xgyroangle = Xgyro_angle 1 Xgyro * dt
Yeyroangle = Yeyro_angle + Ygyro * df 2)

Here, Xgyro_angle and ygyro_angle presents the initial angle of
the gyroscope. To attain the change in angle, the gyroscope
records the previous angle and adds the change in angle with
the starting point. The measured angle from the gyroscope
data is shown in the Fig.2(a). From the Fig.2(a), it is seen that
the measured angle using gyroscope has an aptitude to drift
due to the noise in the device and the inherent imperfection.

An accelerometer have been used in the proposed design
to determine the small movement of mouse, where the user
needs to tilt his head less than 30 degrees in left-right and
forward-backward direction. The small angle approxima-
tion method is adopted to get the desired angle from the
accelerometer output data. The measurement of angle along
the x- and y-axis can be given as,

(xaxis_ADC - xaxis_offset) * Xaxis _ scale * 180

Xaxis =
T
(yaxis_ADC -y axis_offset) * Yaxis _ scale * 180
Yaxis = p 3
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FIGURE 2. Measurement of angle for mouse cursor movement using the (a) gyroscope data only; (b) accelerometer data only and

(c) combination of filtered accelerometer and gyroscope data.

where, x,yis and y,ys presents the measured x- and y-axis
angle using accelerometer, Xaxis ADc and yaxis ADC repre-
sents the raw accelerometer reading along the x- and y-axis
reading. The term Xaxis offset ANd  Yaxis offset MeEAsUres
the accelerometer reading in lying flat conditions. The
accelerometer sensor measures all the forces playing on
it. However, the prone is the disturbance in measure-
ment resulting the small forces. An accelerometer sen-
sor in x-axis angle estimation without filtering is shown
in Fig. 2(b).

Both the accelerometer and the gyro sensor are sensi-
ble to the noise at a certain frequency. The accelerometer
needs a low pass filtering system as it is sensible to the
high-frequency noise originated by the system vibration. The
gyroscope is also a high-frequency noise sensitive device
which becomes a low-frequency drift after integration and
causing the data to increase linearly over the time. Thus,
a high pass filtering system is necessitated. The filter design
for gyroscope sensor can be represented as,

ngro»angle [n] = a * [ngro—angle [n—1]+ Xangle[n]
+ Xangle[n — 11]

ygyro—angle[n] =k [ngro—angle[n — 1]+ Yangle (1]
+ Yangle[n — 1]]
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and the design of filter for the accelerometer can be given as,

acc—angle[n] = B * Xaxis + Xacc—angle[n —1]

_acc-angle[n] = B * Yaxis + Yacc-angle [n—1]

“

where,

Xoyro-angle and  Ygyro-angle = Filtered gyro angle along
the x- and y-axis;

Xacc-angle and Yacc-angle = Filtered accelerometer angle along
the x- and y-axis;

and o and B are the smoothing coefficient. The value of & and
B are selected as 0.98 and 0.02 respectively for removing the
drift from the signal obtained from IMU. The resultant filter
design algorithm for the system can be represented for both
x- and y-axis as,

Xﬁnal—angle = ngro—angle + Yacc—angle
&)

The resulted filter angle for X axis is shown in Fig.2(c). Itis
observed that the measured angle using the complementary
filter is more accurate and provides the lower amount of error
as compared to the only gyroscope and accelerometer angle.
It is also seen that the final output has no signal coupling. The
filtered angle for Y-axis introduces the similar output as like
as X-axis.

Yfinal—angle = )_’gyro—angle + )_’acc—angle
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Algorithm 1: Cursor position on computer screen.

Input: Raw IMU sensors data obtained from user’s head movement.
Output: Cursor position( Xcursor , Yeursor) ONl SCreen.

1. xgro and ygr <«— get angular velocity from the raw gyroscope data using (1).

3. Xaxisand ya.is «— get angle along x and y axis from raw accelerometer data using (3).

finalcangie and finaly-angle «+— get final x and y axis rotational angle using (5).
Map x and y axis rotational angle range within P.min t0 Phmax and Py.min t0 Pyomax.

—
% 2. Measure angle along x and y axis by integrating Xgyro and ygyro Over time.
§ 4. Implement low pass filter on Xuxis and Yaxis.
5 { 5. Implement high pass filter on xg and yeyro.
5 le.
R
S 8 Vxand Vy «— get the difference between current and previous pixel.
9. for each Vx

move cursor by one pixel along Vx direction.

until Vx==
10.for each Vy

move cursor by one pixel along Vy direction.

until Vy=—=
11. end

FIGURE 3. Algorithm for moving the mouse pointer on the computer screen.

B. MOUSE CURSOR MOVEMENT ON THE SCREEN

The proposed HMI system adopts the relative coordinate
system where the current locus of the mouse cursor is always
at (0,0). For a display of 1280%1024 resolution, the mouse
cursor position always ranges from -1280 to 1280 and -1024
to 1024 along the x and y-axis. The general purpose mouse
uses dots per inch (DPI) as a measure of the sensitivity while
the controlled head movement mouse uses the term dots per
degree (DPD) for the measurement of sensitivity. It means
how far the mouse pointer will move on the screen for a
change of one degree. As the human head has a limited
bending angle, the selection of DPD affects much in the
performance. The selected DPD for the system is chosen 45°
to obtain the promising performance of the system.

The head gesture involves both of the left-right and
up-down movement of the user’s head. The up-down head
movement is responsible to move the mouse cursor along
the y-axis, while the left-right movement is for moving it
along the x-axis. The head tilt angle along both axes are
appropriately mapped to point the cursor coordinates on the
computer screen. When the user’s head is in the rest position,
the noise due to the tiny movement makes the mouse pointer
unstable. For this reason, a neutral zone is selected which
ranges 5° in each side from the normal to head along both
axes where the head movement is neglected. Fig. 3 shows the
algorithm for moving the mouse pointer on the screen. At the
beginning stage, the system receives the raw gyroscope data
and integrate it over the time. Thereafter, the system receives
the accelerometer data. As both the accelerometer and the
gyroscope are prone to noise, the final head tilt angle is
calculated by applying the complementary filtering technique
as illustrated in step:4 to 6. The rotational information is
mapped within the minimum horizontal and vertical pixel
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FIGURE 4. Flowchart for performing the mouse clicking event.

(Ph—min>» Py—min) to the maximum horizontal and vertical
pixel (Ph—max> Py—max) Of display. If there is a difference
between the previous and current pixel value, Vx is detected,
the pointer moves in the Vx direction (4ve axis for +Vx and
-ve axis for —Vx) with | Vx | pixels.
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Algorithm: Performing clicking event

Input: User’s image from general purpose webcam

Output: Perform left and right clicking event

. Applying Convolutional Filter

O Q0 1SN UN AW -

Eye state classifier

10.Predicting the eye state.

11.if left eye close and right eye open

while (true)
{start timer
repeat 1 to 10

. Capture image with webcam installed in front of the user.

. Detecting both left and right eye (£, and E7) using pre trained model.
. Cropping both eyes to 64 x 64 dimension.

. Feed the image to the proposed model.

. Adding non-linearity utilizing rectified non-linear unit

. Applying max-pooling operation to Converting the data to 1-dimensional array
. Feeding the 1-D array to the fully connected layer

. Classifying the image using sigmoid function

if left eye close and right eye open for a time Tireshold

do left click
else
break}

12.else if right eye close and left eye open

while (true)
{start timer
repeat 1 to 10

if right eye close and left eye open for a time Tinreshota

do right click
else
break}
13.else
repeat 1

FIGURE 5. Algorithm for performing the eye state controlled mouse clicking event.

Ill. PROPOSED DEEP LEARNING ARCHITECTURE FOR
MOUSE CLICKING EVENT

This section presents the detail information of making the
proposed approach for left and right clicking event of the
proposed pointing device. The flow chart of the mouse click-
ing event with the proposed eye state classification approach
is shown in Fig. 4. The process begins from the clicking
of user’s image with a general purpose webcam installed
on the computer. The user’s eye image of size 64 x 64 is
then extracted on basis of facial landmark detection as shown
in Fig.4. The extracted grayscaling eye image is fed into the
proposed eye state classification model. Based on the predic-
tion of proposed eye state classification model, the system
performs left or right clicking event.

Fig. 5 shows the algorithm to describe the details of
performing the eye state controlled mouse clicking event.
In this algorithm, the step:5 fo 9 outlines the procedure of
the proposed eye state classification model. Once the eye
state is classified by performing step:1 to 10, the system
waits for a time Typeshoig Which can be adjusted by the user.
This time delay separates the regular eye blink from the
command blink. If the user closes the left or right eye greater
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than the threshold value, the necessary control action will
be performed. The proposed eye state classification approach
comprises repeated sets of neurons that are applied over the
space of the user’s eye image. This sets of neuron apply over
and over upon all the patches of the image and alluded as 2-D
convolutional kernels.

The term kernels is used as a matrix in machine learning
to extract the most significant features from every subspace
of an image. The working process of proposed approach is
similar to the traditional convolution neural network. The
proposed architecture classify the image by using the sequen-
tial operation of convolution and pooling layer and transfers
the activation values in one volume to another volume by
means of a differentiable function. The first layer consists
of convolutional kernels that provides an output using the
rectified linear unit (ReLu). On the contrary, the polling layer
reduces the amount of computation time and optimize the
parameters to acquire better accuracy. The proposed structure
uses the spatial invariance to avoid the over fitting of the
obtained result that differentiates the traditional CNN and
proposed architecture. The model used in the system has three
convolution layer accompanied by three max-pooling layers
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FIGURE 6. Structure of eye state classifier model.

TABLE 1. Numbers and sizes of filters in the CNN network used in the

32 channels
64 X 64 X 32

32 channels
32X32X32

system.
Layer Name Output shape parameter
Conv2D 64 x 64 x 32 320
Activation 64 X 64 x 32 0
MaxPooling2D 32 x 32 x 32 0
Conv2D 32 X 32 x 64 8256
Activation 32 X 32 x 64 0
MaxPooling2D 16 X 16 x 64 0
Conv2D 16 x 16 x 128 32896
Activation 16 x 16 x 128 0
MaxPooling2D 8 x 8 x 128 0
Flatten 8192 0
dense 512 4194816
Activation 512 0
Dense 256 131328
Activation 256 0
dense 4 514
Activation 4 0
classifier Softmax

of size 2 x 2. The number and the size of the filter in the
convolution and pooling layers are shown in Table 1.

A. STRUCTURE OF PROPOSED DEEP LEARNING
ARCHITECTURE
The proposed structure of the deep learning algorithm for the
eye state classification scheme is presented in Fig. 6. This
architectural element with regards to the convolutional and
max-pooling layers, filters, filter sizes, and nodes are similar
to that of a CNN model like AlexNet [30] except in fully
connected (FC) layer. In order to achieve the less delay time
during the HCI, the fine tuning of the neural network output
is not done.

The proposed deep learning model takes an image of size
64 x 64 pixel as an input and perform classification of
open or closed left or right eye. The generated image after
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128 channels 128 channels (Y Output
16 X 16 X 128 X 8X128

64 channels
16 X 16 X 64

resizing is used as the final input for this model. In Table 1,
the conv2D-1 to conv2D-3 are the convolutional layer. Addi-
tionally, the max-pooling layers or the sub sampling layers
are the layer that selects the maximum value in one of the
feature abstraction stages. The information is passed through
the 3 convolutional layers and the 3 max-pooling layers.
Additionally, the three FC layers after the convolutional and
max-pooling layer stack performs the similar computations
when applying it after using the inner products in a neural
network. By progressing through each of the aforementioned
layers, the proposed architectures extracts the features of
left/right and open/closed eyes. The generated features are
passed through the Softmax layer to classify the left and right
eye open/closed.

B. FEATURE EXTRACTION VIA CONVOLUTIONAL LAYER
The process of feature extraction using convolutional layer is
discussed in this section. In the convolutional layers, the fea-
ture extraction procedure is staged by applying a 2D con-
volutional operation to the input eye image. The application
of convolutional operation to the input image changes the
stride number for the horizontal and vertical direction, filter
exploration movement range and the dimension size of the
resulting image. Therefore, the filter size, number of filter,
padding operation and stride values are the main factors need
to be considered in the convolutional layer.

From Table 1, the conv2D-1 layer has 32 filters of
size 64 x 64 and strides by 1 pixel unit in the horizontal
and vertical directions. One pixel unit padding is applied in
the horizontal and vertical direction. A max-pooling filter
of size 32 x 32 with a stride of 1 pixel unit explores in the
horizontal and vertical direction. The remaining conv2d-2 to
conv2d-3 layer performs the operation with 64 and 128 filters
of size 32 x 32 and 16 x 16 respectively with a padding of 1
pixel and striding by 1 pixel unit. The pool size of the second
and third max pooling layer is selected as 16 x 16 and 8 x 8
with a padding of 1 pixel unit. The term Relu and softmax
activation function is used in convolutional layer and output
layer respectively. The function of Relu activation function is
to convert the nonlinear separable data to linear data which
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is fed to output layer. The proposed architecture successively
apply the pooling operations and convolution filters to input
data and creates a hierarchy of layers. The output of those
layers are increasingly complex feature vectors than the input
data which is necessary to simplify the data for obtaining high
accuracy.

In the proposed methodology, every pixel is given as input
of n; x 1 for the input layer where n; defines the number of
bands in eye image. The hidden convolution layer filters the
n1 x 1 input vector through ¢ kernels with the size of k1 x 1.
The number of nodes in convolution layer can be defined as
t x ny x 1, where np = ny — k1. The activation map of the
convolutional layer can be represented as,

F(r) = max(0, 57 + 3 RO 5 510) ©)
j

where, ¥ = ith input activation map.

3" = jth output activation map.

B") = bias of the jth output map.

k¥ = convolution kernel between the ith input map and the
Jjth output map.

C. MAX POOLING LAYER

Pooling layer decreases the size of the convolutional layers’
output. When passing through multiple pooling layers, a large
image will be scaled down but keeps the features required
for recognition. In max pooling layer the maximum value is
stored. The max-pooling layer can be defined as,

Sj}k = max (56 ;Hm,ks+n) )

Here, j/;k denotes a neuron in the ith output activation map,
which 1s computed over an non-overlapping local region of
size (s x s) in the ith input map.

D. FULLY CONNECTED LAYER

In the fully connected layers, every neuron in layer / is fully
connected to the outputs of all neurons in layer / — 1. Each
of the connection is necessitated for the calculation of the
weighted sum. The output y'; of neuron j in a fully connected
layer [ is dependent on,

=D

s =0 ( Y PO +600)  ®)
i=1

where NU~D defines the number of neurons in the previous
layer (I — 1), w®(, j) is the weight for the connection from
neuron i in layer (/ — 1) to neuron j in layer [, b)j is the bias
of neuron j in layer / and ¢(x) is the activation function.

E. SOFTMAX CLASSIFIER

Softmax classifier is applied to handle multi-class classifica-
tion in the fully connected condition of the system. Assume
that there are K classes and »n labeled training sample. For
each test input, the softmax classifier creates a K-dimensional
vector whose elements sum to 1. Each element of output
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vector represents the estimated probability of each class label
as follows,

w.Txi

Pyi=m|x; W)=a = ———— 9
Zj:l i

where, W = wy, wa, w3, ..., wi are the parameters which is

learned by the back-propagation algorithm. The cross entropy

loss function is used as the cost function for the Softmax

classifier and it can be calculated as,

N

K w-Txi
e

i=1 j=1 =1 !

With N is the number of data points in the training set. Then,
the gradient descent method is applied to solve the minimum
of the J(W) as,

N
Vwd (W) =Y xi(ai —y)" (1)
i=1

Finally, the parameters are updated as,
W"ew = W°ld — nVwJ (W) (12)

where, 7 is the learning rate.

F. TRAINING OF THE PROPOSED DEEP LEARNING
ARCHITECTURE

The neural network imitates the application of neurons pre-
sented in the human brain. The term weight is used as the
strength of electrical signal while the neurons are connected.
The weight of the specific neuron is multiplied with the
specific value given as input to the neuron. The summation
of all weighted values associated to the next layer applies as
a input for the activation function. In this kinds of networks,
the interaction between the neurons affect the output neurons
when a new data is inserted to the network. The inclusion of
new data needs to optimize to comply with previous input.
The back-propagation algorithm is applied to optimize the
neuron weights in the proposed neural network architec-
ture. The popular adaptive moment estimation (Adam) [31]
optimizer is adopted to learn the proposed architecture that
works based on the extension to the conventional stochastic
gradient descent method (SGD) [32]. The conventional SGD
computes on a random selection of data examples which is
inefficient. On the other hand, the Adam optimizer com-
putes the individual adaptive learning rates for the different
parameters.

At the beginning of the training procedure, the input data
is labeled with the correct output class in advance. The
labeled data sample passes through the neural network. The
actual and the generated output from the neural network can
either be different or same. If there is a difference between
the outputs, the learning rate is multiplied with a weighted
parameter that reflects the differences. The obtained result
is applied when the new weight values are updated. The
gaussian distribution with a standard deviation of 0.001 and
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FIGURE 7. Examples of (a) open; and (b) closed eye image from data base 1.

a mean value of 0 randomly initializes the weights used in th
FC layer. The optimal parameters for the Adam optimizer are
determined by conducting several experiments to obtain the
lowest loss value and the highest model accuracy.

G. TESTING RESULTS OF THE PROPOSED DEEP LEARNING
ARCHITECTURE

For validating the opened and closed eye classification using
the proposed approach, we uses the combination of an open
database DB1 [36] and a purpose build database DB2. The
image resolution in DB1 is 24 x 24 which is then resized to
64 x 64 pixels that contains a total of 2423 images where
the value of 1192 are closed eye images and 1231 are open
eye images. The examples of open and closed eye image
from DBI1 is shown in Fig.7. With the purpose of checking
the robustness of the proposed approach, the system uses
a combined database for testing and training the proposed
model. Due to the small amount of opened and closed eye
images in DB1, an abundant of data is needed to ascertain the
optimal values for copious coefficients. The use of the abun-
dant data produces an over fitting result of the training set in a
traditional CNN structure. This is happened during the train-
ing and testing the model with a diminutive amount of data.
However, the proposed architecture uses a data augmentation
technique to make the purpose build database DB2. Using
the image rotation, horizontal flip, image scaling and image
translation, the DB2 is created as a number of 542,752 images
of 64 x 64 pixels. All images are rotated by 10 degrees for
3 times in both clockwise and anti-clockwise direction to get a
data multiplication factor of 7 and the image translation and
scaling technique is applied to 16 times. All the translated
and rotated images are flipped horizontally that creates a total
of 224 images from a single image. The data augmentation
techniques with the original image is presented in Fig. 8.
The use of data augmentation technique avoids to require the
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FIGURE 8. Creating image for augmented database.

image

additional data in training data set and removes the chances
to create the over fitting result in the training set.
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FIGURE 9. (a) Accuracy curve for training and test; (b) Loss curve for training and test.

The proposed model is trained for the 100 epochs
with Adam optimization algorithm where the categorical
cross-entropy cost function is used to obtain optimum result.
After the training phase, the proposed model appears to
be promising performances with the augmented dataset.
The overall classification accuracy and loss curve conferred
in Fig. 9(a) and Fig. 9(b) shows that the accuracy of the
proposed approach is 95.36% and the loss is 0.2.

H. COMPARATIVE ANALYSIS WITH THE PROPOSED
METHOD AND OTHERS

In this study, the testing accuracies with the proposed clas-
sification model to the other models are compared. For the
comparison, The combined source separation (SS) and pat-
tern recognition algorithm (PRA), vertical projection, and
HOG-SVM technique are taken under consideration. In the
case of HOG-SVM based on eye state classification, the HOG
extracts the features from the input image and SVM performs
the classification of open and closed eye using a radial basis
function (RBF). On the other hand, the SS and PRA based
technique uses EEG signal data extracted from the eye region.
The overall accuracy for the system is noted as 89%. The
quantitative measurements regarding the overall accuracy and
the input data type are presented in Table 2. It is observed that
proposed architecture is capable to provide higher accuracy
as compared to other methods. A comparative advantages
between the proposed and other existing method is reported
in Table 3. In the case of classification, the proposed archi-
tecture provides more reliable performance as compared to
other existing networks.

IV. EXPERIMENTAL RESULTS

This section exhibits the experimental results of proposed
architecture applying in the proposed pointing device to com-
pare between the usability of the traditional computer mouse
and pointing devices performance. An experimental setup
for the performance measurement of proposed HMI system
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FIGURE 10. An experimental setup for performance evaluation.

TABLE 2. Comparison of classification accuracy using different methods.

No Refer- Method used Input Overall
ence data type accuracy
EEG
1 [33] SS and PRA signal 89%
data
vertical .
2 [34] projection Eye image 89.5%
3 [35] HOG-SVM Eye image 85.62%
-- Proposed Eye image 95.36%

is shown in Fig.10. The system consists of a user, general
purpose camera, IMU and multi-directional position selection
channel. The function of camera is to take an user image
which is passed through the proposed architecture. The output
from proposed structure defines the state of the user image
and performs the desired task based on multi-directional
position channel. The detail performances of the proposed
system are discussed in the following section.
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TABLE 3. Comparison of advantages between existing and proposed category, and architecture.

based

information from several images in a videos

Category Method Advantages Disadvantages
S (1) EOG, (i) EMG, (iii) . e s (1) Inconvenient because sensors have to be
Signal based EEG (i) Fast data acquisition speed. attached to a user
(ii) Low accuracy
(iii) Lack of flexibility
(i) eyelid and facial (i) High accuracy because it uses (i) Longer processing time due to workin
Video based movements, (ii) Pixel g y gerp £ &

with several images.

Non Training
image based

(i) Iris detection, (ii)
Template matching, (iii)
oriented edges

(i) Classifying open/closed eyes from a
image without any additional training
process

(i) Lower accuracy because information
about open/closed eyes is extracted from a
single image.

Training based
(other than CNN)

(0 SVM-based, (il)
HOG-SVM, (iii)

(i) Shorter processing time

(i) Difficult to find an optimal feature

post-processing,

(ii) Provide higher classification Accuracy
(iii) Require less processing time to process
the large time
(iv) Able to provide
"Condition-change-enduring" classification
performance because a large-capacity DB
learning under different conditions

AAM-based
(ii) High accuracy as compared to non
Training image based method
(1) Automatically extract the optimal feature
Training based Proposed method from the training data without pre or (i) Difficult to use for the blind people
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FIGURE 11. Multi-directional position selection task.

A. METHOD
A total number of 10 participants with different abilities,
of that 8 are male and 2 are female take part in this experi-
ment. All of the participants are from the computer science
and engineering department and their ages range from 22 to
24. For evaluating the performance, most widely used ISO
9241-9 [37] standard multi-directional position selection task
is adopted as in Fig.11.

In the task, the user selects the target arranged in a circular
pattern and the sequence of the selection is shown in Fig.11.
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No time limits are given for completion of the task and no
penalties for miss-selection. The evaluation process is divided
into three sets to appraise whether fatigue is present and the
sets are further broken into rounds to find the increasing
or decreasing the performances. For each round, each target
selection time (MT), target distance (D), target width (W) and
the number of total target hits are recorded for calculating the
index of difficulty and the index of performance (IP) as a mea-
sure of the HCI performance. The performance of proposed
system is measured by using the following equations,

D=1 2xD
=lo
82 W
1D
IP = —
(3r7)
B. RESULTS

The result evaluation is performed by comparing the usability
of the proposed pointing device with an A4 Tech OP-620D
modeled mouse with USB Optical cable. The IP accom-
plished by each participant for both pointing devices are
shown in Fig. 12(a). From the result, it is observed that the
participants with traditional computer mouse perform better
as compare to the gesture and eye-controlled mouse. Since
all the participants are regular mouse user, the gap in the
performance is probably the familiarity with a pointing device
which influences the person’s ability to efficiently use it.

In the case of successful target hitting, the successful
attempts are lower for the proposed pointing device than the
regular mouse. The number of unsuccessful selection per
100 targets is illustrated in Fig. 12(b) with a box and whisker
chart. The unsuccessful attempts of regular computer mouse
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FIGURE 13. Participant IP over different round.

are recorded with a mean value of 7.77 where the highest
unsuccessful attempt for the same mouse is recorded as 15.
On the other hand, the mean value of unsuccessful attempts
for the proposed pointing device is recorded as 15.55 while
in lowest unsuccessful attempts are recorded as 10 which is
lower than the upper quarterly of the regular mouse.

Another result in Fig. 13 shows that the participants’ per-
formance is improved over the successive rounds while the
performance for the regular computer mouse almost remains
constant. It also clearly indicates that the participants are
getting intimated with the new pointing device on the com-
puter screen. The increment of user performance ensure that
the participants with proposed pointing device perform better
with the traditional mouse. The adaptability of the pointing
device depends upon the user’s familiarity and convenience.
The evaluation of user’s performance can be improved by
training the user. However, this system provides access to
the computer for the differently people. The general user
familiar with the other pointing device may find difficulty at
the beginning but the continuous using of the device make it
comfortable to use.

V. CONCLUSION
This paper presnts a novel human-machine interaction system
for controlling a pointer on the computer screen based on
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open and closed eyes. An accelerometer and a gyroscope
sensor tracks the users head gesture and relocate the cursor
on the screen. The clicking event functions are performed
by detecting the user’s eye movement. The detection of both
eye movement is accomplished by using a deep learning
classifier which is able to provide 95.36% accuracy in the
clicking event on the computer screen. The obtained results
in this paper is compared with other methods that ensure the
comprehensive control over its classification performance.
The validation of classifier performance is studied by using
the HCI where the output of the classifier provides the input
to control the clicking task of the proposed device. Also,
this paper carries an experimental validation for the usability
of the pointing device while comparing with the obtained
performance for a regular computer mouse following the
ISO standard. The comparison results show that the proposed
system is promising to perform better with a trained user and
over the using time. The future work of this research is to
enhance the proposed system with more functionality like
scrolling or performing double clicking.
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