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ABSTRACT In this paper, we proposed an algorithm that improves the heading accuracy of the global
positioning system (GPS)/inertial navigation system (INS) integrated system used in automobiles by
manipulating INS velocity andGPS velocitymeasurements. Two velocities are provided by theGPS receiver:
the velocity calculated using the position difference and the velocity calculated using the Doppler shift. The
velocity obtained using the position difference is an average velocity for a certain time period, which is
inaccurate under dynamic conditions because of its time delay. In contrast, the velocity from the Doppler
shift is an instantaneous velocity and has no time delay. However, it also relies on pseudo-range error
and noise, which degrades the heading estimation accuracy in low dynamic situations. Thus, although the
velocity measurements can improve heading accuracy, the navigation performance is often degraded when
the velocity measurements are used for GPS/INS integration. To improve the heading accuracy by solving the
aforementioned problems, we proposed a heading accuracy improvement algorithm that employs the average
velocity measurements obtained using the averaged GPS velocity and the average velocity of the INS. Since
the proposed average velocity measurements are calculated using long baseline, the proposed algorithm can
improve the heading accuracy without using other sensors, especially in the case of low dynamic situations.
It can be easily applied to the existing GPS/INS integrated system, making it suitable for use in automotive
navigation systems. In this research, it is verified that the average velocity measurements can be substituted
for Kalman filter measurements, and the performance improvements are confirmed through simulations and
experiments.

INDEX TERMS Automobile vehicles navigation, GPS integrated navigation, velocity, heading accuracy,
average velocity measurements.

I. INTRODUCTION
A global positioning system (GPS)/inertial navigation system
(INS) integrated system is a navigation system mainly used
in aircraft, ship, and military weapon systems requiring high
accuracy and stability [1]–[4]. In recent years, autonomous
platforms such as drones and autonomous vehicles have been
commercialized, and GPS/INS integrated systems have been
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used in various platforms [5]–[9]. In the case of autonomous
vehicles, level 2 or 3 automated driving systems out of the
six autonomous driving levels presented in the National High-
way Traffic Safety Administration were commercialized. The
autonomous navigation systems in the second and third stages
are only capable of auxiliary operation such as lane-keeping
and departure alarm, obstacle detection, and emergency brak-
ing, and the driver’s intervention is still necessary [10]. Route
guidance and stability should be improved as well to reach the
destination without operator intervention and advance to the
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higher-level autonomy. To improve autonomous navigation
without driver intervention, it is necessary to improve the
accuracy of the navigation system.

Studies on the navigation systems for autonomous vehicles
have mainly focused on improving the accuracy of naviga-
tion using new measurements and other additional sensors.
GPS/INS and odometer/GPS/INS integrated systems have
been studied [11]–[14]. Recently, studies have been con-
ducted to improve the position accuracy using light detection
and ranging (LIDAR) [15]–[18] or image sensors for map
matching and road sign recognition [19]–[21]. The position-
ing based on precision map matching and the methods using
LIDAR has the accuracy of less than several centimeters [17],
and lane departure is detectable without other visual infor-
mation when they are employed [18]. The above studies
and methods of improving navigation accuracy using various
sensors and devices require relatively expensive sensors and
have a disadvantage in that they are likely to be degraded
by environmental changes. Therefore, the GPS/INS inte-
grated system is still essential for providing basic navigation
information.

The existing low-cost GPS/INS integrated system, which
is still indispensable to the automated driving system and
is used as a fundamental navigation system, has the limi-
tation of difficulty in the estimation of heading error and
bias. To solve this problem, a system that integrates mag-
netic heading and GPS course or GPS velocity are usu-
ally designed. However, magnetic sensors are vulnerable
to disturbances such as soft irons and hard irons, which
limits performance improvement [22]–[24]. As the GPS
course is different from the actual heading, they can be
integrated only in vehicles with non-holonomic conditions or
in special systems that require heading correction obtained
using low-cost sensors [25]. In the case of automobiles,
the GPS course can be used as the measurement because
the non-holonomic constraint is employed. However, the
reliability of the measurement cannot be secured because
the accuracy of the GPS course is not guaranteed at low
speed and vehicles tend to move at low speed in urban
areas where accurate heading information is particularly
required.

GPS velocity can be used as additional information more
freely compared with GPS course or magnetic heading infor-
mation. The calculation method of the GPS velocity is largely
based on two different measurements: the GPS position and
the Doppler shift. Although both methods fundamentally uti-
lize the pseudo-range between the satellite and the receiver,
they have different characteristics [26]–[28]. The velocity
obtained from the GPS position difference is very sensitive
to the position noise and baseline length, i.e., the position
difference. Therefore, the noise is large in low dynamic cases
because of short baseline length, and small at high dynamic
cases. Furthermore, it indicates the average velocity during
the period, so that high dynamic motion will induce delayed
velocity information rather than the instant velocity at a
certain time.

The velocity obtained from the Doppler shift is advanta-
geous because the noise in low dynamic situations is smaller
than the velocity from the position difference. Moreover, it is
the instantaneous velocity because the Doppler information
is directly used to calculate it. However, it is still difficult
to ensure accuracy in the case of low dynamics because
pseudo-range error and noise are also involved in the calcu-
lation of the velocity.

Although both velocities have insufficient accuracy in low
dynamic situations, GPS velocity, especially that obtained
from the Doppler shift, is widely used as measurement when
it is difficult to estimate the velocity and heading owing
to the low performance of the inertial measurement unit
(IMU) [29], or when estimating the cornering stiffness of
the side slip [30]. It is also used for the initial alignment of
the GPS/INS integrated system [31]. Nevertheless, there are
some limitations in using velocity measurements because of
their inaccuracy in low dynamic situations.

In this paper, we propose a method to overcome the disad-
vantages of the GPS velocity measurement, which can cause
time-delay and inaccuracy in low dynamic situations. The
proposed method improves the heading accuracy by manipu-
lating GPS velocity information and averaging it. By employ-
ing the average velocity concept and designating new velocity
measurements, the proposed method reduces velocity noise
and enhances the baseline length, which induces accurate
heading results. The proposed algorithm can improve the
heading accuracy more compared with the use of Doppler
velocity, which is verified via simulations and experiments.
Moreover, the proposed algorithm can be implemented more
economically because it can be used with an existing outdated
GPS receiver that does not provide velocity obtained using the
Doppler shift.

The rest of this paper is organized as follows. Section II
briefly explains the structure of a general GPS/INS integrated
system, and the characteristics of the velocity integrated sys-
tem are analyzed. We propose a new measurement method
for the GPS average velocity and show that the new method
is valid and effective in Section III. We also describe an
algorithm that improves heading accuracy by using the new
average velocity measurement. In Section IV, verified are
the performance improvements through Monte-Carlo simu-
lations and automobile experiments, and we conclude with
some remarks.

II. GENERAL GPS/INS INTEGRATED SYSTEM
In a general GPS/INS integrated system, an extended Kalman
filter (EKF) is used to estimate and compensate the position
error, velocity error, attitude error, acceleration bias, and gyro
bias using GPS position measurements [32], [33]. The error
state variables of the EKF are generally given by

δx =
[
δpT δvT δφT bTa bTg

]T
, (1)

where δp =
[
δL δl δh

]T is the position error vector of the
latitude, longitude, and altitude defined in the earth-centered,

VOLUME 8, 2020 43827



M. J. Choi et al.: Enhancement of Heading Accuracy for GPS/INS by Employing Average Velocity

earth-fixed coordinate system, δv =
[
δvN δvE δvD

]T is
the instantaneous velocity error vector in the north-east-
down (NED) frame, and δφ =

[
δφN δφE δφD

]T is the
attitude error vector in the NED coordinate system. ba =[
bx,a by,a bz,a

]T and bg =
[
bx,g by,g bz,g

]T are the
accelerometer bias vector and gyro bias vector, respectively.

The system model for the EKF with process noise w can
be defined as

δẋ = Fδx + Gw. (2)

Here, the system matrix F for the filter is defined by
(3) to (11), as shown at the bottom of the next page, and G is
defined as (12), as shown at the bottom of the next page. ρ =[
ρN ρE ρD

]T is the transport rate, and� =
[
�N �E �D

]T
is the earth rotation angular velocity in the NED coordinate
system. Rm and Rt are the meridian and traverse radii of
curvature, respectively. Rmm and Rtt are values obtained by
partially differentiating the meridian and traverse radii with
latitude L respectively. f =

[
fN fE fD

]T
= Cn

b f
b is the

acceleration vector in the NED frame, and Cn
b is the rotation

matrix from the body frame to the NED navigation frame.
In this study, the acceleration bias and gyro bias are modeled
as Markov processes by adding βaI3×3 and βbI3×3.
In general, the GPS/INS integrated system uses the posi-

tion or both position and velocity provided by the GPS
receiver as measurements. In the case of using the position
as the measurement, the measurement model and the obser-
vation matrix H1 is obtained as

z1 = H1x + ν1, zm1 = pI − pG,

H1 =
[
I3×3 O3×12

]
, (13)

where ν1 is measurement noise modeled as white noise, and
measurement zm1 is the difference between the INS position
pI and GPS position pG. In the case of using the position and
velocity as the measurements, the measurement model with
white noise ν2 and the observation matrix H2 becomes

z2 = H2x + ν2, zm2 =
[
pI

vI

]
−

[
pG

vG

]
,

H2 =

[
I3×3 O3×3 O3×9
O3×3 I3×3 O3×9

]
, (14)

where measurement zm2 additionally uses the difference
between the INS velocity vI and the GPS velocity vG.

Although the measurement models defined in (13, 14) are
widely used in various platforms, it is disadvantageous in
that it is difficult to estimate the heading error and the corre-
sponding gyro bias when low-cost sensors are used. To solve
this problem, the non-holonomic characteristics of the vehicle
are used, or the GPS velocity or GPS course measurements
provided by the GPS receiver are used.

However, these approaches may cause erroneous results in
specific situations. For example, in urban areas where vehi-
cles move slowly, GPS velocity measurements and course
measurements are prone to be inaccurate, which results in
errors in the estimation of heading and the corresponding

gyro bias. The non-holonomic constraint is also vulnerable in
many cases. When a vehicle passes through a highway ramp,
for example, the 2D non-holonomic condition is momentarily
broken. Therefore, a method that can maintain the quality
of the measurement even under low dynamic conditions is
required. In this paper, we propose a modified algorithm to
solve the problem by employing an average velocity concept
and modifying velocity measurements instead of using the
velocity measurement directly.

III. AVERAGE VELOCITY INTEGRATED GPS/INS
NAVIGATION SYSTEM
A. CHARACTERISTICS OF GPS VELOCITY MEASUREMENT
Before we present the main idea of the proposed algorithm,
the characteristics and limitations of GPS velocity measure-
ments are analyzed first.

The velocity provided by low-cost GPS receivers used
in loosely coupled GPS/INS integrated systems is typi-
cally computed using two methods: position differentials and
Doppler shifts.

First, the velocity can be obtained by differentiating posi-
tions according to time. If pGk denotes the position in the NED
frame obtained by a GPS receiver at the time tk , a velocity v̄Gk
in the local navigation frame is calculated as

v̄Gk =
[
vN vE vD

]T
=
pGk − p

G
k−1

1t
, 1t= tk−tk−1.

(15)

The velocity calculated thus is not the instantaneous veloc-
ity but the average velocity during the sampling period 1t .
Therefore, it may be different from the instantaneous velocity
when a vehicle moves with high dynamics. Furthermore,
the velocity error is directly related to the amount of position
change and position error, so that slow movement of the
vehicle causes large velocity error.

The second velocity calculation method uses the Doppler
shift, which is caused by the relative velocity of the receiver
to the GPS satellite [27], [28]. The Doppler shift D in GPS
indicates the difference between the frequency d s transmit-
ted by the satellite and the frequency dG received by the
receiver as

D = dG − d s = −
d s

c
[(vs − vG) · S], (16)

S =
rs − rG∥∥rs − rG∥∥ = [ Sx Sy Sz

]T
, (17)

where rG and vG are the position and velocity of the GPS
receiver, respectively, and rs and vs are the position and
velocity of the satellite, respectively. S is the line-of-sight
vector from the satellite to the receiver. In (16), vs, d s,
and the light speed c are known. Equation (16) can be
rewritten as

(vG·S) = D+
d s

c

(
vs·S

)
. (18)
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As the line-of-sight vector has noise, the velocity of the
receiver can be obtained using the least-square method as

vu =
[(
D+

d s

c

(
vs·S

))
ST
(
SST

)−1]T
. (19)

Equation (19) indicates that the velocity of a receiver is
closely related to the line-of-sight vector, which is also
directly affected by the current receiver position error.

In addition, as the Doppler shift measurement has relatively
small signal-to-noise ratio when the vehicle is slow, the veloc-
ity obtained thus may cause a relatively large error in low
dynamic cases.

B. AVERAGE VELOCITY MEASUREMENT
To improve the navigation performance by using the GPS
velocity, measurement having less noise characteristic than

F =


F11 F12 O3×3 O3×3 O3×3
F21 F22 F23 Cn

b O3×3
F31 F32 F33 O3×3 −Cn

b
O3×3 O3×3 O3×3 − βaI3×3 O3×3
O3×3 O3×3 O3×3 O3×3 − βgI3×3

 , (3)

F11 =


RmmρE
Rm + h

0
ρE

Rm + h
ρn

cosL
(tanL −

Rtt
Rt + h

) 0 −
ρN secL
Rt + h

0 0 0

 , (4)

F12 =


1

Rm + h
0 0

0
secL
Rt + h

0

0 0 − 1

 , (5)

F21 =


ρERmmvD
Rm + h

−
(
ρN sec2 L + 2�n

)
vE − ρNρDRtt 0

ρE

Rm + h
vD − ρNρD(

2�N + ρN sec2 L +
ρDRtt
Rt + h

)
vN −

(
ρNRtt
Rt + h

− 2�D

)
vD 0

ρD

Rt + h
vN −

ρN

Rt + h
vD

ρ2NRtt + ρ
2
ERmm − 2�DvE 0 ρ2N + ρ

2
E

 , (6)

F22 =


vD

Rm + h
2ρD + 2�D − ρE

−2�D − ρD
vN tanL + vD

Rt + h
2�N + ρN

2ρE − 2�N − 2ρN 0

 , (7)

F23 =

[
0 − fD fE
fD 0 − fN
−fE fN 0

]
, (8)

F31 =


�D −

ρN

Rt + h
0

ρN

Rt + h

−
ρERmm
Rm + h

0 −
ρE

Rm + h
−�N − ρN sec2 L −

ρDRtt
Rt + h

0 −
ρD

Rt + h

 , (9)

F32 =


0

1
Rt + h

0

−
1

Rm + h
0 0

0 −
tanL
Rt + h

0

 , (10)

F33 =

[
0 �D + ρD − ρE

−�D − ρD 0 �N + ρN
ρE −�N − ρN 0

]
, (11)

G =


O3×3 O3×3 O3×3 O3×3 O3×3
O3×3 Cn

b O3×3 O3×3 O3×3
O3×3 O3×3 − Cn

b O3×3 O3×3
O3×3 O3×3 O3×3 I3×3 O3×3
O3×3 O3×3 O3×3 O3×3 I3×3

 (12)
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the conventional velocity measurement is required. There-
fore, in this study, we modify velocity measurement by des-
ignating a new measurement with relatively small noise and
long baseline.

For measurement with low noise, an average velocity con-
cept is proposed in this paper. To apply the concept, it must be
verified first whether the instantaneous velocity measurement
can be replaced with the average velocity measurement for
a short time without loss of generality. In this paper, it is
proposed that the average velocity can be used instead of
instantaneous velocity in low dynamic situations. The low
dynamic situations are categorized into two cases: acceler-
ated motion without rotational motion and constant rotational
motion without acceleration.

As the effect of the earth rotation rate and other related
terms can be ignored for a short time period, the attitude error,
velocity error, and rotation matrix can be simplified as [33]

δφ̇ = −Cn
bbg,

δv̇ = Cn
b

[(
f b×

)
δφ + ba

]
,

Ċn
b = Cn

b�b, (20)

where ωx , ωy, ωz are rotation rates along the x-, y-, and
z-axes, respectively, and rotation rate in the body frame �b
and acceleration in the body frame

[
f b×

]
can be defined as

�b =

 0 − ωz ωy
ωz 0 − ωx
−ωy ωx 0

 , (21)

[
f b×

]
=

 0 − fz fy
fz 0 − fx
−fy fx 0

 . (22)

When a Kalman filter is employed at time tk , the velocity
error and the attitude error at tk + t can be expressed as a
function of input acceleration, attitude, residual attitude error
δφ(tk ), residual accelerometer bias ba(tk ), and residual gyro
bias bg(tk ) after error correction. Further, the attitude can be
obtained as

Cn
b (tk + t) = Cn

b (tk ) exp
∫ tk+t

tk
�b (τ ) dτ . (23)

Assuming that a vehicle moves gradually with low dynam-
ics for a short time, the angular rate is supposed not to change
significantly. In addition, ωx and ωy are supposed to be zero,
and ωz will be small. In this case, we can model the rate as

�b(tk + t) = �b,0 +�b,ν(tk + t), (24)

where �b,0 is a constant rate during tk to tk + t , and �b,ν(t)
is a random rate owing to the road condition or other external
disturbances, whose average value will be zero.

From (24), (23) can be rewritten as

Cn
b (tk + t)

= Cn
b (tk) exp

∫ tk+t

tk

(
�b,0 +�b,ν (τ )

)
dτ

= Cn
b (tk) exp

(
�b,0t +

∫ tk+t

tk
�b,ν (τ ) dτ

)
= Cn

b (tk) exp
(
�b,0t

)
= Cn

b (tk)
(
I +�b,0t +

1
2
�2
b,0t

2
+

1
6
�3
b,0t

3
+ . . .

)
= Cn

b (tk)
(
I +�b,0t +

1
2
�2
b,0t

2
+ H · O · T (t)

)
∼= Cn

b (tk)
(
I +�b,0t +

1
2
�2
b,0t

2
)
. (25)

As �b,0 is small and ωx and ωy are assumed to be zero, �b,0
can be approximated as

�b,0∼=

 0 −ωz 0
ωz 0 0
0 0 0

 , (26)

and the higher order term in (25) can be ignored because of
small t and small ωz. For example, when t is 0.1 seconds
and ωz is 15◦/s (0.26 rad/s), the second order term 1

2�
2
b,0t

2

becomes 3.38×10−3, and the higher order term 1
6�

3
b,0t

3 is
2.93×10−6, which is less than 0.1% of the second order term.
Therefore, the higher-order term is ignored and extended to
the second term for accurate calculation.

From (25) and (26), (20) can be solved as

δφ (tk + t)

= δφ (tk)− Cn
b (tk)

(
I ·t +

1
2
�b,0t2 +

1
6
�2
b,0t

3
)
bg (tk) .

(27)

The residual gyro bias bg(tk ) is constant during a short time
period, and can be approximated as

bg (tk)∼=
[
0 0 bz,g (tk)

]T
, (28)

because roll and pitch gyro biases are observable enough to
be compensated completely.

From (26) and (28), �b,0bg (tk) = O3×1. Therefore, (27)
can be simplified as

δφ (tk + t)

= δφ (tk)− Cn
b (tk)

(
bg (tk) t +

1
2
�b,0bg (tk) t2

+
1
6
�2
b,0bg (tk) t

3
)

= δφ (tk)− Cn
b (tk) bg (tk) t. (29)

After Kalman filter update, we have

δv̇ (tk+t)=Cn
b (tk+t)

[(
f b×

)
δφ (tk+t)+ba (tk)

]
. (30)

We can also assume that the acceleration f b during a
short time period is mainly constant because the acceleration
applied to a car is caused by the driver’s reaction such as
hitting pedals and it induces an acceleration or deceleration
force. Evenwhen a car makes a turn, it will mainly experience
constant centrifugal acceleration.
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In a low dynamic situation when a vehicle moves straight
without rotational motion,Cn

b (tk+t) for a short time becomes
constant i.e., Cn

b (tk). Therefore, from (29), (30) becomes

δv̇ (tk + t)

= Cn
b (tk )[(f

b
×)(δφ(tk )− Cn

b (tk )bg(tk )t)+ ba(tk )]

= Cn
b (tk )(f

b
×)δφ(tk )−(Cn

b (tk ))
2bg(tk )t+Cn

b (tk )ba(tk ).

(31)

Here, the first and third terms are constant, and the second
term increases in proportion to time.

In a low dynamic situation when a vehicle rotates slowly
and steadily with small acceleration, it is assumed that
f b ∼=

[
0 0 fz

]T for a short time and Cn
b (tk + t)

∼=

Cn
b (tk)

(
I +�b,0t + 1

2�
2
b,0t

2
)
. In addition, the roll and pitch

errors become smaller than the yaw error because no accel-
eration is applied along their axes, which indicates that
δφ (tk) ∼=

[
0 0 δφD (tk)

]T . Therefore, we have(
f b×

)
δφ (tk) = O3×1, (32)

From (32), (30) can be written as

δv̇ (tk + t)

= Cn
b (tk + t)

(
f b×

)
δφ (tk)− Cn

b (tk + t)C
n
b (tk) bg (tk) t

+Cn
b (tk + t) ba (tk)

∼= Cn
b (tk + t)C

n
b (tk) bg (tk) t + C

n
b (tk + t) ba (tk)

= Cn
b (tk)

[
−

(
I +�b,0t +

1
2
�2
b,0t

2
)
Cn
b (tk) bg (tk) t

+

(
I +�b,0t +

1
2
�2
b,0t

2
)
ba (tk)

]
. (33)

Here, the first term in the parentheses is constant, and the
second term is mainly proportional to time. The third term
is mainly constant and partially proportional to time.

From (31) and (33), we can conclude that the velocity
change in a low dynamic situation is affected by the attitude
error, gyro bias, and accelerometer bias, differently.When the
attitude error is involved, the velocity error is constant, and
for the gyro bias, the velocity error is mainly proportional to
time. When the accelerometer bias is involved, the velocity
change is mainly constant as well.

Therefore, we can conclude that the velocity error, at a
short period after the measurement update of Kalman filter,
is mainly governed by the residual velocity error, residual
attitude error, residual gyro bias, and residual accelerometer
bias.

To analyze their influences on the velocity error, assume
that the initial acceleration bias is 3 mg, and the initial gyro
bias is 0.028◦/s (100◦/h). As residuals after the Kalman fil-
ter measurement update are usually less than 1%, the roll
and pitch error of a conventional GPS/INS is less than 0.1◦

(0.0017 rad), and the yaw error is less than 0.5◦ (0.0087 rad)
in a low dynamic situation, the velocity errors owing to
residual errors can be obtained by integrating (31) and (33)

TABLE 1. Velocity error owing to residual error.

as shown in Table 1 when we assume that a vehicle moves in
the north direction initially.

The results show that the instantaneous velocity errors
owing to the acceleration bias and gyro bias are approxi-
mately 1.86% and 0.15% of the error owing to the attitude
error, respectively. Therefore, the instantaneous velocity error
is mostly affected by the residual attitude error, followed by
the accelerometer bias, rather than the residual gyro bias.
Noting that the velocity error increases in proportion to time
according to the residual attitude error and accelerometer
bias, it can be assumed that the instantaneous velocity error
is mainly proportional to t in a low dynamic situation, which
indicates that the instantaneous velocity measurement can be
replaced with the average velocity measurement.

When we use the average velocity measurement instead
of instantaneous velocity, the noise characteristics of the
measurement will be changed. For the GPS velocity VG

k with
white Gaussian noise νk∼N (0,R) at time tk as shown in

VG
k = vGk + νk , (34)

the average velocity for the averaging period αTG (α is a
positive integer and TG is the GPS sampling period) becomes

V̄G
k =

1
α

∑k

i=k−α+1

(
vGi + νi

)
= v̄Gk + ν̄k . (35)

Here, the averaged noise ν̄k becomes white Gaussian noise as

ν̄k∼N
(
0,

1
α
R
)
, (36)

because the noises at every time are uncorrelated. Equa-
tion (36) indicates that the averaged GPS velocity has smaller
measurement noise than instantaneous GPS velocity, which
results in enhancement of measurement quality. In addition,
as the average velocity is vector information with a longer
baseline, the direction angle information in the measurement
is more useful and is relatively accurate. The baseline length
of the average velocity is the product of the averaging time
T and the average velocity V̄ . In the case of instantaneous
velocity, it can be assumed that there is no baseline. The
longer baseline contributes to the enhancement of heading
estimation because the measurements with longer baseline
can provide more accurate direction information than those
with shorter baseline even though they have the same noise
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characteristics. By averaging GPS velocity and INS velocity,
the noise can be reduced in both cases and heading infor-
mation can be more effectively extracted from the averaged
velocity information. By using the average velocity with the
above advantages, therefore, the accuracy of the heading can
be improved.

C. HEADING ACCURACY ENHANCEMENT ALGORITHM
In this study, we improve the heading accuracy by utilizing
the average velocity. We propose an algorithm that uses the
average velocity as measurement. Fig. 1 shows the structure
of the proposed heading accuracy enhancement algorithm.
In the proposed algorithm, the average velocity is used for
measurement update instead of the instantaneous velocity.
As the algorithm is more valid in a low dynamic situa-
tion, the measurements are qualified and selectively chosen
between the average velocity and instantaneous velocity. The
additional part in the proposed algorithm is restrained, so that
it can be applied to an existing integrated navigation system
simply.

FIGURE 1. Block diagram of the heading accuracy enhancement
algorithm.

The EKF error model used in the heading accuracy
enhancement algorithm is the same as the model F in (2).
As the measurement model uses the average velocity as
a measurement, the measurement matrix of (37) and the
observation matrix of (38) are used instead of the existing
measurement model.

z = Hx + ν, zm =
[
pIk
v̄Ik

]
−

[
pGk
V̄G
k

]
, (37)

H =
[
I3×3 O3×3 O3×9
O3×3 I3×3 O3×9

]
. (38)

As the average velocity of GPS is used as the mea-
surement, the average velocity v̄Ik of INS should be calcu-
lated by using the instantaneous velocity vIk of INS. The
average time αTG is selected adaptively according to the
dynamic condition. When the moving speed is very low,
α can be set larger. In general, α = 2 to account for
not only low dynamic situations but also medium dynamic
situations.

D. VALIDATION OF THE PROPOSED ALGORITHM USING
SIMULATIONS UNDER VARIOUS DYNAMIC SITUATIONS
To validate the proposed algorithm, some simulations under
various dynamic situations were conducted. In the simula-
tions, the proposed algorithm is compared with the conven-
tional algorithms, i.e., 1) algorithm that uses GPS position
measurement only, 2) algorithm that uses GPS position and
velocity based on position differences, and 3) algorithm that
uses GPS position and Doppler velocity as measurements.
The simulated dynamic conditions are varied by employing
different speeds and accelerations as shown in Table 2. The
simulation trajectory is shown in Fig. 2.

TABLE 2. Heading RMSE according to driving speed.

FIGURE 2. Simulation path according to speed.

The IMU used in the simulation is assumed to be a
low-grade IMU with gyro bias of 0.5◦/s and acceleration
bias of 35 mg after initial calibration. The accuracy of GPS
position is assumed to be less than 3 m circular error proba-
bility (CEP) and accuracy of GPS velocity is set to 0.1 m/s
(RMS, root-mean-square). To evaluate the performance of
heading error estimation, the initial heading error is set to 3◦.
The error model for EKF used in the simulation is the same
as the model described in Section II, and the algorithm for
improving the heading accuracy is the same as that described
in Section III.C.

For accurate analysis, Monte Carlo simulations were per-
formed 200 times and the root-mean-square errors (RMSE)
were calculated after the Kalman filter converges. Table 2
shows the RMSE of heading for each dynamic situation.
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Position-only results represent a conventional GPS/INS nav-
igation that uses GPS position only as a measurement. In the
case of position+Vdiff , the position and the velocity obtained
using the GPS position difference are used as measurements.
Position+Vdopp indicates the case in which the position and
Doppler velocity Vdopp, are used as measurements. The pro-
posed algorithm uses the heading accuracy enhancement
algorithm presented in Section III.C.

In the case of position+Vdiff , the heading RMSE is the
largest in all three driving conditions, compared with the
case of position-only. This is because the quality of the mea-
sured value is poor because of the time delay error in Vdiff .
Therefore, Vdiff information is not suitable for a measurement
except in special cases.

In the case of position+Vdopp, the heading RMSE is lower
than that of position-only. This is because the velocity, which
is more directly related to the heading accuracy, is used as
the measurement rather than the position. However, the actual
Doppler velocity is contaminated by noise at very low speed,
which results in insufficient performance improvement than
expected. In the case of high speed, the baseline is lengthened,
which contributes to the decrease of heading error even in the
case of position-only.

In the proposed algorithm, the heading RMSE is lower
than that of position+Vdopp in the various driving conditions.
It has been shown that the proposed algorithm can enhance
the measurement quality and compensate for the limitation
of the existing GPS velocity by utilizing the advantage of
the average velocity. When a vehicle moves at the speed of
below 50 km/h, the proposed algorithm can take full advan-
tage of long baseline and low noise measurements. At the
speed of 50 km/h and above, the heading RMSE is slightly
larger than that in position+Vdopp. This is because of the long
baseline effect outweighs other advantages. However, as the
error is only approximately 5% larger, we can confirm that
the proposed algorithm at high speed has a similar heading
accuracy to the case of using Vdopp as a measurement.

Fig. 3 shows the heading errors of the simulation results
according to the speed. It also shows that the result of the pro-
posed algorithm is superior to the other results as shown by
the results in Table 2. In the case of position+Vdiff , since the
time delay error increases in the rotation section, the direction
angle error increases excessively.

In these simulations, it was confirmed that the proposed
algorithm can improve the heading accuracy in low dynamic
situations by compensating the disadvantage of GPS velocity,
which has large noise at low speed. In the next section, wewill
verify the proposed algorithm using the simulations for the
compound driving route.

IV. PERFORMANCE VERIFICATION
A. MONTE CARLO SIMULATION RESULTS
To verify the proposed algorithm under the various driving
environments, Monte Carlo simulations were performed for
the compound driving route shown in Fig. 4.

FIGURE 3. Heading error according to driving condition.

The high dynamic driving conditions and low dynamic
conditions are simulated thoroughly. The speed varies from
0 km/h to 80 km/h. As the automobile turns, it decelerates
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FIGURE 4. Combination driving route for Monte Carlo simulations.

TABLE 3. Heading RMSE in compound driving simulation.

to less than 30 km/h and accelerates again. The IMU is
assumed to be a low-grade IMU with gyro bias of 0.5◦/s and
accelerometer bias of 35 mg before initial calibration. The
accuracy of GPS position is assumed to be 3 m (CEP) and the
accuracy of GPS velocity is set to 0.1 m/s (RMS).

To compare the results, Monte Carlo simulations
of 300 times were performed for three cases mentioned in
section III-D. To evaluate the performance of heading esti-
mation, the initial heading error is set to 3◦. The RMSE error
was calculated after the filter converges, and Table 3 shows
the RMSEs of the results for three cases.

When the case of position+Vdopp is compared with
the position-only case, the heading RMSE is considerably
reduced because the velocity measurements have a more
direct influence on the heading quality than the GPS position
measurements.

In the case of using the proposed algorithm, it can be
observed that the heading RMSE is reduced more dramat-
ically than in the case of position+Vdopp. The proposed
algorithm improves the heading accuracy by using long base-
line vector information with smaller noise, which are the
advantages of average speed even in a compound driving
environment.

Fig. 5 presents the average heading error of Monte Carlo
simulations. It can be observed that the heading error of the
proposed algorithm is smaller than that in the position+Vdopp
and position-only cases. Fig. 6 shows the gyro bias estimation
performances. The results show that the estimation error for
the z-axis gyro bias is suppressed by the proposed algorithm,
which results in the enhancement of heading angle accuracy.

FIGURE 5. Heading error in the compound driving simulations.

FIGURE 6. Residual z-axis gyro bias error in the compound driving
simulations.

From the results shown in the table and figures, it is confirmed
that the proposed measurements are sufficiently applicable
for achieving enhanced heading accuracy.

B. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed algorithm more
practically, we performed several load tests and compared the
performance of the proposed algorithm with those of the con-
ventional GPS/INS. IMU and GPS were installed in a vehicle
for the experiments. The IMU used in the experiment was
SMI 130 from Bosch. The specifications of the experimental
set are shown in Table 4. The STA8089FGGPS receiver from
STMicroelectronics was used, and the velocity information
provided by the Doppler shift was used. The performances of
IMU and GPS used in the simulations and the experiments
are the same as those used in Korean automotive industries.

For validating the algorithm, five different trajectories
were tested for experiments. Fig. 7 and Fig. 8 show selected
driving trajectories. For the trajectory 2, the experiments were
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TABLE 4. Specification of SMI 130.

FIGURE 7. Experiment driving trajectory 1.

FIGURE 8. Experiment driving trajectory 2.

performed twice. The heading reference data are acquired
from a map-based heading calculation.

Owing to the low performance of the IMU, it is impossible
to estimate the velocity when only the GPS position is used
as the measurement. Therefore, the performance evaluation
is performed by comparing the proposed algorithm with the
position+Vdopp case.

Table 5 shows the experimental results. The results show
that the heading RMSEs are reduced by 20% on average
when using the proposed algorithm. As there exist temper-
ature drift, vibratory noise, misalignment, and other error
sources, the overall heading accuracy is not good as that

TABLE 5. Experimental results of heading RMSE [deg].

FIGURE 9. Experimental results for trajectory 1.

in the simulation cases. However, it can be concluded that
the performance is enhanced significantly compared with the
conventional algorithm.

Fig. 9 shows the heading error for the test set 1. The
heading error when using the proposed algorithm is reduced
by 20% in general. From 1250 seconds to 1400 seconds, small
rotating movements are repeated, which can be considered
as high dynamic situation. In this time period, the error of
Position+ Vdopp becomes momentarily smaller than that of
the proposed algorithm. But the error is suppressed soon after
a vehicle moves with low dynamics. As a result, the proposed
algorithm can be applied to the real vehicle navigation system
contributing to the enhancement of heading accuracy.

V. CONCLUSION
In this paper, we proposed a heading accuracy enhancement
algorithm that uses average velocity as a measurement. The
proposed algorithm makes it possible to overcome the limi-
tations of using the conventional GPS/INS integration algo-
rithm, which uses instantaneous velocity as a measurement.

To validate the proposed algorithm, it is confirmed the-
oretically that the instantaneous velocity measurements can
be substituted by the average velocity measurements in low
dynamic situations. In addition, the advantage of the average
velocity measurements is discussed. Based on a theoretical
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approach, a new measurement is devised and analyzed, and
the corresponding algorithm is proposed in this paper.

The performances of the proposed algorithm were verified
through simulations and experiments. The estimation perfor-
mance of the heading is improved significantly compared
with that in other cases. In addition, the heading RMSE
was reduced by approximately 20% in the simulations and
experiments compared with other cases using the instanta-
neous velocity as a measurement. From these results, it is
confirmed that the average velocity measurement is effec-
tive and relatively advantageous for the heading estimation
because the average noise is relatively smaller than that in
the instantaneous velocity and the baseline is longer.

Although the proposed algorithm can be applied to the
existing GPS/INS integrated system easily, it still has some
limitations. To apply the proposed algorithm in various
dynamic situations, adaptation rules need to be developed.
And the error model for the average velocity should be
derived in the future. In addition, further studies on analyz-
ing the characteristics of the proposed algorithm in various
dynamic situations are required for applying the proposed
algorithm to other systems such as drones or robotics.
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