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ABSTRACT Friend recommendations based on social relationships have attracted thousands of research
under the rapid development of social networks. However, most of the existing friend recommendation
methods use user attributes or a single social network, while rarely integrating multiple social relationships
to enhance the representation. This paper focuses on integrating various social relationships to guide the
representation learning, and further generating personalized friend recommendations. We design an end-to-
end framework based on multiple social networks to learn the potential features of users and construct a
friend recommendation model named Multi-Social Graph Convolutional Network (MSGCN). It learns the
features of higher-order neighbors from multiple social networks to enrich the representation of the target
user based on the improved graph convolution neural network. In particular, some graph fusion strategies
by adjusting and fusing the Laplace matrix of the graph are designed to integrate social relationships.
Finally, we use Bayesian theory to transform friend recommendation into a sorting problem for personalized
recommendation. The experimental results show that the proposed model outperforms the state-of-the-art

methods.

INDEX TERMS Friend recommendation, multi-social graph convolutional network, social network.

I. INTRODUCTION

In the past decade, social networks have experienced
explosive growth. Twitter, Weibo, Youtube and other social
networks have billions of users, who share opinions, pho-
tos and videos every day, breaking the traditional way of
making friends offline. Friend recommendations based on
online social networks have become an interesting research
topic. A challenging issue is how to help these users find
new friends effectively. As is known to all, useful per-
sonal information of users is difficult to collect and select.
Intuitively, learning social networks is helpful for friend
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recommendation, while the structure information of a net-
work contains rich potential user relationships. In real life,
whether two people can become friends or not has a lot to do
with their social circle.

The friend recommendation problem has been studied for
a long time and several approaches were proposed such as
content matching (CM), content plus link (CplusL), friends
of friends (FOF). Friend recommendation methods that have
emerged in recent years [1]-[6] can be divided into two
main categories: methods based on matrix factorization (MF)
[1]-[5] and methods based on deep learning [6]. Meth-
ods based on MF are often used for item recommendation
like [7]-[10], but they ignore the complex relevance of users.
Methods based on deep learning have superiority in feature
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representation, standing an important place in the field of
recommendation systems. Existing methods based on deep
learning such as BayDNN [6], uses CNN to obtain user
representations for friend recommendation, but ignoring the
structure information of social networks.

The above methods use user attributes or a single social
network only. However, with the continuous development
of social networks, there are various social relationships in
social media. Thus it is worth thinking about how to improve
the correctness of friend recommendation through the com-
prehensive use of these social networks. At present, there
are some learning methods of multi-relational network, such
as [11]-[13], but most of them ignore the structural informa-
tion fusion of networks.

In conclusion, current works on friend recommendation
mainly faces the following challenges.

e (C1) How to better automate the presentation of
user characteristics. As is known to all, collecting
artificial features is not an easy task, and a better
method is needed to learn the deep presentation of the
user.

« (C2)How to make recommendation with sparse data and
alleviate cold start. The friend information is very sparse
relative to non-friend information.

o (C3) How to use multiple social relationships to improve
the accuracy of friend recommendations. Compared
with the product recommendation, the relationship
between people is diverse and has a lot of interactive
information.

In this paper, we mainly focus on friend recommendation
with multiple social networks and propose our model named
multi-social graph convolutional network (MSGCN), which
considers the fusion of multi-social graph. The proposed
method aims to mine and aggregate some social relationships
to guide friend recommendation, alleviate the data sparsity,
and improve the accuracy of friend recommendation. Rec-
ommendations based on multiple social networks can be
divided into two tasks: one is to learn to integrate graph
embedding based on multiple social relationships as user
characteristics; the other is to rank and recommend friends
based on these characteristics. First, in order to solve Cl1,
we design an end-to-end deep learning method that eliminates
the need to manually select user features which are difficult
to collect and select. To alleviate the problem of cold start,
we use additional social relationships to improve the accuracy
of friend recommendations, which solves the C2 mentioned
above. In addition, we designed a method based on the graph
convolutional neural network (GCN) architecture that can
fuse multiple relationship graphs using the fusion strategy of
multiple relationships to solve the C3. From the perspective
of measurement strategy, in order to reduce the influence of
data imbalance, this paper chooses bayesian sorting method.
Compared with other models, it can better alleviate the data
sparsity problem with multi-social networks. The MSGCN is
suitable for representing different kinds of multi-relationship
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graphs’ (unweighted, weighted, directed, undirected, etc)
nodes.

To summarize, we make the following contributions:

« Fully considering the graph structure features, we design
an end-to-end model to generate the user representation,
and proposed a method that utilizes user interaction
information to solve the data sparsity problem well.

« We innovate to combine the structural information of
multiple social graphs and explore some ways of rela-
tionship integration to alleviate the cold start problem of
recommendation.

« We conduct some experiments on three real-world
datasets and our results demonstrate the superior perfor-
mance of MSGCN over the state-of-the-art baselines.

Organization: The paper is divided into five sec-

tions. Section Il expounds the related work from three
aspects: friend recommendation, graph representation and
multi-relational graph. Section [II describes the problem
definition and the principle of MSGCN model. Section IV
introduces experimental parameters, settings, indicators, etc.
Compared with other related models, we prove the validity
of the model and discuss the influence factors such as the
number of layers and the fusion mode. Section V summarizes
the paper and proposes several directions for future research.

Il. RELATED WORK

Focusing on highly relevant work, we review some exist-
ing related work, explain differences in this paper, and then
summarize common methods of recommendation system and
deep learning methods on graph data representation.

A. FRIEND RECOMMENDATION
There are some methods for friend recommendation like CM,
CplusL, FOF, and so on. Nowadays, many social platforms
use methods like the FOF algorithm as one of the social friend
recommendation methods. FOF algorithm is based on ternary
closure theory [14], which goes like this: within a social
circle, those who have more mutual friends are more likely
to become friends in the future. However, this method does
not take into account the similarity of features among users,
which is only recommended by friends through connection
relationships. Reference [11] aligns the known nodes by net-
work alignment, but it does not consider the characteristics
of network structure and can only be applied to a single type
of network. Reference [15] collects user portrait information
on Weibo and set up temporal-topic model to recommend dif-
ferent friends at different times, but user portrait information
may involve user privacy. These methods are basically not
applicable to sparse data, while our method can work better
by mining multiple graph structure information of social
relationship to learn multi-layer connection relationships.
Some methods also widely used in recommendations are
those based on matrix factorization, such as the BPRMF [2],
SVD [16] and NCF [3]. BPRMF [2] combines with Bayesian
theory and matrix factorization, which is effective in the
recommended field. SVD [16] is mainly to learn the user’s
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score on the product, and the scoring matrix is obtained by
learning data between the user and the commodity. The higher
the natural score, the higher the recommendation index. How-
ever, this method is not suitable for data with a large number
of commodities, because the user has the preferences of the
products, and is often concerned with some high-priority
goods in the recommendation process. NCF [3] solves this
shortcomings by aggregating user and project embedding
information and using multiple hidden layers to enhance
learning. In conclusion, these methods based on matrix fac-
torization ignore the complex relevance of humans, and our
approach is to enhance user representation by learning the
connection among users.

The model based on deep learning such as BayDNN [6]
combines the advantages of Bayesian Personalized Rank-
ing (BPR) and convolutional neural network (CNN) [17] that
perform well in the field of image audio and video. But
CNN has a problem that there is no way to learn the map
information of higher-order neighbors.

B. MULTI-RELATIONAL GRAPH

In this paper, we study the relationship between different
networks. Multi-graph relationships have been studied in
many fields, such as bio-informatics [18], Predicting Dis-
ease Outcomes [13], co-saliency detection [19], recommen-
dation [11], [12], etc. Based on the maximum retention of
the network structure, [11] uses tag and contact network
by selecting important features from each network to align
the related networks. This method ignores some important
features and does not take into account the characteris-
tics of network structure, and is only suitable for a single
network. Our method focuses on the characteristics of net-
work structure, which is suitable for many types of net-
works. Based on the joint recommendation framework of
joint probability distribution and matrix factor factorization
of multi-social networks, [12] extends personal portraits and
time information to implicit social networks, improves per-
formance, and solves the cold start problem based on social
rules and network theory. Without considering the struc-
tural characteristics of social graph, each network needs to
design a special scheme, and it takes a long time to study
professional knowledge. Our method pays attention to the
structural characteristics of social graph and designs the
learning method of end-to-end adaptation of most type of
graphs.

C. GRAPH REPRESENTATION

From the study of biological protein structure to the recom-
mendation of friends based on social relationships, the learn-
ing tasks in the graph data are wide in scope and have many
demands. The key of graph data learning lies in how to learn
the topology information and transform it into the representa-
tion vector for existing machine learning models. Stimulated
by the massive demand in recent years, graph learning meth-
ods have been greatly developed, making it possible to trans-
form for learning topology into learning low-dimensional
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features. They can be divided into three methods: meth-
ods based on matrix, methods based on random walk like
DeepWalk [20], LINE [21], Node2vec [22], metap-
ath2vec [23] and methods based on graph neural
network (GNN).

The emergence of GNN extents neural network to pro-
cess graph data. Inspired by CNN’s excellent performance
in many tasks [24]-[27], GCN learns full convolution infor-
mation by semi-supervised learning [28]; GraphSAGE [29]
learns the node representation by aggregating neighbors by
sampling subgraph; GAT [30] uses the attention mechanism
to polymerize neighborhood characteristics. There are other
GNN methods used in fields like [31]-[36], methods used
recurrent multi-graph neural networks to solve geometric
matrix completion like [37], and others which apply adver-
sarial training thinking like GraphGAN [38].

However, previous approaches mostly focus on what to do
with a single graph, rather than focusing on the problem of
having multiple homogeneous data sources. Thus, we focus
on solving the problem of integrating multiple graph data to
learn user representation. In the paper, a variety of relation-
ships are used to enhance the learning of user characteris-
tics. GCN is used to learn the information of higher-order
neighbors and fuse it into the node features of users, so as to
make friend recommendation system based on the principle
of bayesian personalized recommendation.

ill. MODEL

In this section, we elaborate the research problem at first, then
introduce the architecture of Multi-Social Graph Convolu-
tional Network referred to as MSGCN, including the process
of the model’s construction in detail, and finally give the
method of model learning. The overall structure of the model
is shown in Figure 2.

A. BASIC CONCEPTS
To better describe the problem, we give the following
definitions.

Definition 1 (Social Network): Itis denoted as G = (V, E),
where V represents the usernode, E = {e¢;li € V, j € V}rep-
resents the social relation among users, and G represents the
social relation graph among users (it can be chat, team, friend,
etc.). G(i,j) = 1 represents that there is a corresponding
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FIGURE 2. Overview of the Multi-social Graph Convolutional Network Model for Friend Recommendation. In Friend Network,
the line with arrow indicates a one-way friend relationship. The friend network is directed, where the chat or team network are
undirected. In MSGCN, using some fusion modes based on GCN fuses multiple networks to get users’ feature representation.

social relationship between user i and user j, and G(i, j) = 0
if there is no related relationship between user i and user j.

Definition 2 (R-Order Neighbor): let G = (V,E) as a
directed social network, the r-order neighbor of user u is
defined as I';, = {v : d(v,u) < r}, where d(v, u) is the
shortest path of u — v.

Definition 3 (i >, j): It represents the triad (u, i, j), which
is defined as that user u is more likely to become friends
with user i than user j. A friend probability matrix P can be
established for all users. P,; = 1 indicates that the probability
of user u and user i becoming friends is 1. If user u is easier
to make friends with user i between user i and user j, then,
P, > P,j, can also be expressed as P(i >, j) > 0.

B. PROBLEM

With the continuous development of deep learning, major
companies have begun to introduce relevant technologies to
the recommendations of finance, e-commerce, games and so
on. The emergence of deep learning can solve more problems
that cannot be solved well in the past. The model should
have certain versatility and does not require complex feature
engineering. Undoubtedly, its development has injected new
vitality into the recommendation field of friends and brought
new possibilities. The emergence of GCN makes learning of
graph structures easy, and is often used to learn the underlying
characteristics of images, text, users, and etc. Due to the
nature of deep learning itself, methods based on deep learning
models are more extendible than traditional recommendation
methods and can be used in many different fields.
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For these inspirations, three social relationship graphs of
users in the datasets are extracted - chat, team and friend
relationship graphs, respectively denoted as C (i, j), T (i, j) and
F (i, j) to construct MSGCN model based on deep learning
methods. As shown in Figure 1, the friend relationship is
a directed graph, and the others are undirected graphs. The
reason for choosing these three graphs is that in MMORPGs,
friends often chat and form teams with each other more
frequently. Chat and team relationship can reflect the rela-
tionship among friends to a certain extent and add some
disturbance of recommendation, so that the recommendation
can meet people’s diversified needs and avoid the oneness of
general recommendation system. In summary, the purpose is
to enhance the performance of friend recommendation based
on a variety of relationships. The input and output are as
follows:

Input: The multiple related graphs and a set of friends
connections.

Output: User rating matrix for other users, showing the
top k ranking for each user u.

We should know how to measure whether a user is more
suitable to be a friend of another user or not to establish
the recommendation system. In most social graphs, there is
no user’s rating, so the information only presents the user’s
preference for friends. Therefore, ranking is chosen as the
recommended metric.

Personalized recommendations should provide each user
with an optional list of suggestions. For the user’s friend rela-
tionship, only part of the friend information can be observed.
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In traditional machine learning, unobserved missing val-
ues are classified into negative feedback domains. Here,
the implicit preference information of user u can be repre-
sented by the result of dichotomy, reflecting user u's pref-
erence and aversion information. D represents the friends
set in the F', and D™ represents the non-friends set in the F.
A ternary representation (u, i, j) of a given user, is named as
i >, j, where i is from DT and j is from D~. If user i is
the friend of user u and user j is not the friend of user u,
we can say that (u, /) ranks higher than (u, j) because user u
prefer to be friend with user i. Finally, friend recommendation
transforms as a sorting problem, which will not be affected by
data imbalance as easily as the classification problem. The
objective function of model optimization is:

loss = Z pli > )+ 1|10 ey
(u,i,j)eD

C. MULTI-SOCIAL GRAPH CONVOLUTIONAL NETWORK

1) FEATURE LAYER

With the development of presentation learning, each user
is often represented as a row vector, showing the feature
representation to the user. In our work, e; € R"*¥ represents
a representation of user i. With the recent development of
representation learning, network embedding technology stud-
ies how to encode the structural properties of networks into
low-dimensional potential spaces. Therefore, the representa-
tion learning method can be used to conduct representation
learning for all users and finally form a matrix U € R™*,
where each row of the matrix U represents the feature of the
corresponding vertex, n represents the number of vertices in
the graph, namely the number of users, and k is the number
of user characteristics. In the paper, we take the user’s friend
link relationship as the initial user characteristic.

2) MSGCN LAYER

To fully exploit different social graphs that contain hetero-
geneous spatial correlation information, we propose a novel
MSGCN layer in our neural network model. In feature learn-
ing process of graph structure, thanks to the development
of deep learning in the structure of graph data, many excel-
lent learning methods on how to process the graph structure
data have emerged. The GCN can simultaneously learn the
high-order neighbor information of the fusion graph and
the characteristics of the user itself without using artificial
features. Now it has been used in the recommended field,
such as [39] to solve the problem recommended in the
actual large-scale network. It can also be applied to some
problems with sparse data, such as semi-supervised learn-
ing [28]. In this work, we consider many different types of
relationships, including the fusion of symmetric graphs and
asymmetric graphs. Given the user’s friend relationship F =
(V, Ef), chat relationship C = (V, E,) and team relationship
T = (V, E;), the idea of GCN is to study the representation
of their graph structure. The input of convolutional neural
network layer is the vertex eigenmatrix and graph structure
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information, namely the adjacency matrix A. Each row of U
represents the characteristics of a user. In order to aggregate
the characteristics of first-order neighbors, there are:

U' = relu(LUW") )

In order to aggregate the characteristics of the r-order neigh-
bors, there are:

U" = relu(LU~'W") 3)

where r is the number of layers, W € R"*¥ is the parameter
of the rth layer. Based on different fusion mode, L is defined
as:

L=A; +A.+4, @)

where A},A},A} are uniformly represented as A~*, which is

defined as:
1

1
Ax =D, *(A« +DD,’ &)

Among them, I € R™" is the user’s self-connection rela-
tionship, which is a square matrix with all 1’s on the diagonal
and all 0’s on others, and A, € R™" represents different
relationship. Ay represents friend relationship. A¢(i,j) = 1
means user j is a friend of user i (user i may not be a friend
of user j). A, represents the chat relationship among users.
At that time, A.(i,j) = 1 represents that user i and user j
have chat relationship. A; represents the team relationship
between user i and user j. Similarly, A, (i, j) = 1 represents the
formation relationship between user i and user j. D € R™" is
the degree matrix, which can be calculated by D;; = Zinj-

3) FUSION MODE

In previous studies, there are three ways to represent
multi-source information fusion. The first is to set up models
separately and use simple splicing as the final representation
vector. The second is to establish the joint optimization objec-
tive function in the training process to achieve linear fusion.
Third, the shallow model representation of common input
can be used to extract features and realize nonlinear fusion.
Inspired by the third idea, we take the normalized symmetric
Laplacian matrices of the graph for fusion in the processing
of multi-social graphs to solve the C3, which can enrich
the learned structural information transmitted through nodes.
We propose four fusion methods. The add strategy integrates
the graph structure information through adding Laplacian
matrices. The min and max strategies are similar to pooling
operations. Compared with adding Laplace matrix results,
the risk of overfitting will be reduced when we use min or
max operations. The multi strategy integrates through train-
able parameters to learn the importance of different relation-
ships. Because there are some different relationship graphs,
some fusion modes are proposed, such as MSGCN_add,
MSGCN_min, MSGCN_max and MSGCN_multi. Mathe-
matically, the difference among them is in the representation
of L. Lyaq, Liins Linax, Limuiri- They are defined as:

Laaa = Ay + A + A, (©6)
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Luin = minpool(As, A¢, Ay) 7
Lyax = maxpool(Ay, A, Ay) ®)
Loiri = AfW 1 +A W) + A, W3 )

where, W1, Wo and W3 are matrices of R"™", minpool is
similar to the minimum pooling idea, taking the minimum of
each value in the matrices, while maxpool takes the maximum
value. E.g, if Ar(i,j) = 1.0, A.(i,j) = 0.5, A,(i,j) = 0.8,
then L,,;;, = 0.5, Ljygxy = 1.0. Compared with [13] and [19],
we fuse the Laplace matrix with the structure information of
the graph directly instead of performing the convolution oper-
ation directly on a single graph to learn the features and then
concat them. Our method may learn the structure information
of different graphs better by considering the fusion of Laplace
matrix.

The model in this paper has a certain degree of extensi-
bility. If a new relation x is needed, A » can be added in L.
Modifying equation (4), multiple different relations can be
processed simultaneously in the model.

4) HIDDEN LAYER

In order to consider some deviation factors, we introduces
the hidden layer. After passing through the MSGCN layer,
the user representation U is obtained and for each user U
have:

H, = ReLUWU, + b) (10)

The ReLU activation function is used for the consideration of
the convergence speed and range. The wandb are the weights
and deviations of neurons.

5) PREDICTION LAYER

After passing through the hidden layer, a representation set of
different layers can be obtained. Once the user characteristics
have been obtained, users need to be ranked in order to
recommend friends to the target user. User «’s score for user
i can be predicted by:

P, =o(H,H]) (1)

where, o(.) is the activation function. However, since the
superposition of MSGCN layer will bring the risk of over-
fitting, the splicing operation is carried out for each layer in
order to reduce this risk:

U! = concar(UL, U2, ..., U") (12)

H} = ReLUW*U; + b") (13)
where concat is the splicing operation. Therefore, user s

preference score for user i becomes:

Pl =o(H:H;") (14)

D. MODEL LEARNING

After getting user ratings, a sorted list should be presented
for recommendation based on users’ interests and preferences
which can be described from different perspectives based on
their multiple social relationships.
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Bayesian theory is widely used in the field of inference
diagnosis, and provides a more reasonable solution for the
friend recommendation. In details, friendship is divided into
three categories: the positive, negative and unknown. Our
goal is to predict the unknown friendship. At the time of
training, the positive relationship is greater than the negative
and unknown relationship to form Bayesian order. In the
work of this paper, the user preference is implicit feedback.
Inspired by the above thoughts, after given a group (u, i, j),
which indicates that user u prefer to be friends with user i than
user j, the Bayesian Personalized Ranking is adopted here to
calculate the loss function of the model.

loss= Y —lno(Py;—Py)+ 0] (15)
(u,i,j)eD
where, D = {(u, i,j) | {u,i) € D, {u,j) € D~} represents
the triad of training, D™ represents the positive friendship that
user i is a friend of user u, and D~ represents the negative
friendship that user j is not a friend of user u. In order to avoid
overfitting the model, a penalty term A||®||? is added.

In the experiment, the mini-batch learning method is
adopted to learn and train model parameters, which costs
little time and is more efficient. In each training iteration,
positive samples (i,j) € D' with a random size of batch
size are selected. For each user, negative samples (i, j) € D™
of the same size are randomly selected as one batch. User
characteristics are generated by MSGCN layer and Adam
optimizer is applied to calculate the objective function in the
experiment.

IV. EXPERIMENT

In this part, the method proposed in this paper is compared
with other methods on three real-world datasets of Netease
games to evaluate the advantages and disadvantages of the
proposed model. At the same time, the effect of different
fusion methods and MSGCN layers on the model are dis-
cussed. All of them aim to answer the following research
questions:

RQ1 Can the MSGCN outperform the state-of-the-art
models? Can the learning of aggregating multiple graphs
improve performance?

RQ2 Does the more layers, the better the model is? Is it
better to learn r-order neighbor information at a higher order?

RQ3 Which graph fusion method proposed has better per-
formance? Why is that?

A. THE EXPERIMENTAL SETUP

1) DATASETS

The experimental datasets of this paper are from different
online multiplayer role-playing computer games of Netease.
The datasets are named Game 1, Game 2, and Game 3.
In the experiment, just some active users are taken into
account in the selection. Since inactive users are likely to
have been separated from the game, users with more than
one connection number in the friend relationship are selected
in the datasets. The statistics of experimental datasets are
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TABLE 1. Statistics of experimental datasets.

Dataset  #Users  #Friends #Chat #Team  Density

Game 1 40279 251794 267819 524722 0.0155%
Game2 36216 156160 447302 337666 0.0119%
Game3 27065 86528 169245 206184  0.0118%

shown in Table 1, including the number of users, friends,
chat connections and team connections of the datasets. The
densities of three datasets are low, which shows the sparsity
of data.

In three datasets, the number of chat connections and team
connections are greater than the number of friends. To some
extent, the team and chat relationship reflects the relationship
among friends. Two users who often organize a team and chat
with each other may become friends. So aggregating those
information may be helpful for friend recommendations.
In addition, the matrix stored in the experiment consumes a
lot of memory due to the large number of users. Considering
that the connections among users are relatively sparse, we use
the sparse matrix.

2) DATA PREPROCESSING

We collect data sets based on time and do some processing on
them. In Game 1, the training data is obtained from June 30,
2018 to July 4, 2018, and the team formation and chat rela-
tionship pairs are obtained in the same time period. Testing
data is available from July 5, 2018 to July 6, 2018. In Game 2,
the training data is obtained from July 5, 2018 to
July 10, 2018. Meanwhile, the team formation and chat rela-
tionship pairs in the same period are acquired. Testing data
is available from July 11, 2018 to July 12, 2018. In Game 3,
the training data and testing data are consistent with Game 2.
The training data and the testing data are divided according
to the number of days. In general, we use six days of datum
to predict the change in the next two days.

3) EVALUATION METRICS

We employ leave-one-out evaluation method. Instead of test-
ing all non-friends, 199 non-friends are randomly selected
for a target user u. In order to evaluate the performance of
the first k& recommendation ranking models, Recall@k and
Hits@k are selected to evaluate the performance of positive
feedback items, and MAP@k and NDCG @k are selected to
evaluate the excellence of the ranking.

o« MAP: Mean Average Precision (MAP) is the average
accuracy of correct recommendations, while MAP@k
refers to calculating the average accuracy of the first k
recommendations.

1 Y ueut Pk) x rel(k)

MAP@k =
|Ul| ZMEUI rel(k)

(16)

« Recall: Recall represents the percentage of all items that
are correctly matched against all items which should be
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recommended.

1 .
Recall @k = T > hit(u)@k (17)
t Ut

where, rel(k) represents correlation, expressed as 0
and 1 respectively.

« Hits: Hits indicates whether the correct recommenda-
tions have been made to the test user.

1
Hits@k = — hit(u)@k (18)
|U| L;,

where, |U| represents the number of test users, hit(u)
represents whether the recommendation is hit or not. The
formula is as follows:
1 if hit
hiwak = | O (19)
0 if not hit

e NDCG: Normalized Discounted Cumulative Gain
(NDCQG) is usually used to measure and evaluate search
results algorithm, which is based on a ranking index.

DCG@k
NDCG@k = ———— (20)
IDCG@k
IDCG@k = minX(kfn) 2 1 @1
& g+ )

4) BASELINES

In order to prove the validity of the model, the model in this
paper is compared with some existing friend recommendation
models in the experiment. In the selection of comparison
methods, the time sequence of the relevant methods and the
applicability of the method to the problems proposed in this
paper are considered. The baselines are MF [40], BPRMF [2],
NCF [3], a friend recommendation method based on CNN,
named BayDNN [6], GCN-cat [19], and the comparison of
several single relationship graph of GCN. In summary, there
are three methods based on matrix factorization and five
methods based on neural networks. Traditional friend recom-
mendation methods such as FOF are not suitable for solving
the recommendation problem of sparse data. The number of
common friends in the datasets is very rare. Through the
experiment, it is found that almost all indexes of the FOF
method are 0, so it is not selected as one of the baselines.

« MF: Matrix factorization is a potential factor model,
which is widely used in the field of sequencing predic-
tion. The MF method proposed by [40] takes positive
connection as 1 and negative connection as 0 to solve
the problem of link prediction.

« BPRMF: BPRMF |[2] is a matrix factorization model
relying on bayesian loss pair optimization, which is
proved to be effective in the field of the friend recom-
mendation.

o NCF: NCF [3] is an optimization model of matrix factor-
ization, which aggregates user representation and uses
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TABLE 2. Performance comparison of our methods and other methods when k = 3.

Method [ Game 1 [ Game 2 [ Game 3 |
[ Recall@3 | MAP@3 | His@3 | NDCG@3 | Recall@3 | MAP@3 | His@3 | NDCG@3 | Recall@3 | MAP@3 | His@3 | NDCG@3 |
MF 0.7335 0.6638 0.7046 0.6818 0.8104 0.7342 0.5331 0.7538 0.8053 0.7303 0.5085 0.7496
BPRMF 0.8766 0.7843 0.8544 0.8081 0.8992 0.818 0.5988 0.8389 0.8332 0.7288 0.52 0.7556
NCF 0.8471 0.7598 0.8303 0.7823 0.8762 0.7967 0.5867 0.8172 0.8502 0.7405 0.5765 0.7687
BayDNN 0.7327 0.6044 0.7078 0.6374 0.8312 0.7158 0.5528 0.7455 0.8661 0.789 0.5604 0.8088
GCN-cat 0.3366 0.2854 0.3877 0.2985 0.2380 0.1903 0.1988 0.2026 0.4208 0.3518 0.3503 0.3695
MSGCN_f 0.9221 0.8465 0.9153 0.866 0.923 0.8479 0.631 0.8673 0.9225 0.8472 0.6153 0.8666
MSGCN_c 0916 0.8421 09118 0.8611 0.9141 0.8406 0.6283 0.8595 0.9227 0.8456 0.6151 0.8655
MSGCN_t 09119 0.8316 0.9089 0.8523 0.9191 0.8434 0.6283 0.8629 0.9197 0.8432 0.6149 0.863
MSGCN_best 0.9247 0.8503 0.9196 0.8695 0.9308 0.8582 0.6384 0.8769 0.9354 0.8612 0.6241 0.8803
[ %lmprov. | 549% | 842% | 163% | 7.60% | 351% 491% | 661% 453% 938% | 14.71% | 8.26% | 13.24%
TABLE 3. Performance comparison of our methods and other methods when k = 5.
Method Game 1 Game 2 Game 3
| Recall@5 [ MAP@S5 [ Hits@5 | NDCG@S5 [ Recall@5 [ MAP@5 [ Hits@5 | NDCG@S5 | Recall@5 [ MAP@S5 [ Hits@5 | NDCG@5
MF 0.7795 0.6744 0.7531 0.7007 0.8613 0.7459 0.5722 0.7748 0.8518 0.7408 0.5468 0.7687
BPRMF 0.9322 0.7972 0.919 0.8311 0.9426 0.8279 0.6386 0.8568 0.9034 0.7449 0.5863 0.7846
NCF 0.9017 0.7723 0.89 0.8048 0.9211 0.807 0.623 0.8357 0.9148 0.7554 0.6174 0.7954
BayDNN 0.8198 0.6245 0.8005 0.6734 0.8906 0.7294 0.6 0.77 0918 0.8008 0.6027 0.8302
GCN-cat 0.3884 0.2966 0.4412 0.3193 0.2795 0.1998 0.2297 0.2197 0.4626 0.3613 0.3787 0.3867
MSGCN_f 0.9549 0.8541 0.9505 0.8796 0.9554 0.8554 0.6536 0.8807 0.9564 0.855 0.6393 0.8807
MSGCN_c 0.9508 0.8502 0.9472 0.8756 0.9513 0.8492 0.6537 0.8749 0.9549 0.8531 0.6378 0.8788
MSGCN_t 0.9492 0.8403 0.9478 0.8678 0.952 0.8509 0.6529 0.8765 0.9556 0.8515 0.6394 0.8778
MSGCN_best 0.9576 0.8579 0.9547 0.8831 0.9606 0.8651 0.6595 0.8893 0.9633 0.8676 0.6447 0.8919
[ %mprov. | 2.72% | 761% | 388% | 626% | 191% 39% | 321% 3.58% 561% | 13.65% | 442% | 11.38%

multiple hidden layers to mine higher-order features of
users.

« BayDNN: BayDNN [6] models the friends problem as a
sort problem and utilizes multi-layer CNN to extract user
features. It employs the Bayesian theory to construct the
objective function.

e GCN-cat: GCN-cat [19] work well in image filed for
Co-Saliency Detection. In dealing with multiple graphs,
it uses GCN operations on single graph, and then con-
catenates the results of those graphs.

The MSGCN is also compared with three single-
relationship-based models, including the MSGCN_f based on
friend relationship, MSGCN_c based on chat relationship and
MSGCN_t based on team relationship.

5) HYPER-PARAMETER SETTINGS

The MSGCN model and baseline methods are implemented
by python, and relevant experiments are mainly completed
by using the Pytorch framework. Adam optimizer is selected,
which is more convenient for adjusting the learning rate. The
selection range of the overparameter is listed below: The
batch size of all models is fixed to 256. The learning rate is
selected from [0.01, 0.001, 0.0001, 0.00001]. The L, regular
term is selected from [0.1, 0.01, 0.001, 0.0001]. The dropout
ratio in NCF is selected the best from [0.1, 0.2, 0.3, 0.4, 0.5].
The default layer number of MSGCN correlation model is 2 if
there is no description, while in the layer number experiment
it is selected from [1, 2, 3, 4, 5].

B. PERFORMANCES COMPARISON (RQ1)
The experiment results of all models are showed in Table 2
and Table 3, where k is set to 3 and 5. The MSGCN_best
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in Table 2 and 3 is the proposed model which has the best
performance.

o We can find that among the three models related to
matrix factorization, BPRMF and NCF have higher per-
formance than MF, indicating that the optimized matrix
factorization model performs better in the field of friend
recommendation, and the aggregation of higher-order
user characteristics can improve the performance.

o Compared with other neural networks and matrix factor-
ization methods, BayDNN does not work well on three
datasets, which indicates that BayDNN model may not
work well in sparse data. The performance of Game 2
and Game 3 have been improved, indicating that it is
more suitable for the recommendation work which is
based on the accumulation of certain data in the system.

o Compared with our methods, GCN-cat, which used in
image field, does not work well on three datasets. It indi-
cates that this model maynot work well in discrete data.
Rather than learning from a single graph structure to
aggregate different features, it is better to aggregate
multiple graph structure as features directly.

e MSGCN_f, MSGCN_c, and MSGCN_t make use of
the information of graph structure, and perform better
than the previous method due to the use of other infor-
mation to solve the problem of data sparsity. It indi-
cates that the use of some structure information can
better capture user preferences. It also shows that friend,
team and chat graph structure information are helpful to
friend recommendation. It can be found that the perfor-
mance of the three, MSGCN_f is the best, MSGCN_c
is the second and MSGCN_t is the third. It shows
that friend relationship is more effective and chatting
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FIGURE 3. Impact of fusion mode. (a)-(d), (e)-(h), (1)-(I) respectively represent the performance comparison of various fusion methods on Game 1,
Game 2 and Game 3 under different k values; Multi, add, min and max respectively represent MSGCN_multi, MSGCN_add, MSGCN_min and MSGCN_max.

TABLE 4. Impact of the MSGCN layer number in MSCGN_max.

#Layer Game 1 i Game 2A Game 3.
Recall@3 | MAP@3 | Hits@3 | NDCG@3 | Recall@3 | MAP@3 | Hits@3 | NDCG@3 | Recall@3 | MAP@3 | Hits@3 | NDCG@3
1 0.581 0.4592 0.5695 0.4904 0.5947 0.4677 0.4003 0.5003 0.5807 0.4551 0.3856 0.4873
2 0.9247 0.8503 0.9196 0.8695 0.921 0.845 0.6296 0.8646 0.9253 0.8513 0.6164 0.8703
3 0.9907 0.9672 0.9886 0.9733 0.9882 0.962 0.6789 0.9688 0.988 0.9618 0.6625 0.9686
4 0.9976 0.9902 0.9971 0.9921 0.9988 0.9914 0.6862 0.9933 0.9983 0.9868 0.6698 0.9898
5 0.9969 0.9692 0.9956 0.9764 0.9965 0.9569 0.6846 0.9672 0.9931 0.9483 0.666 0.9599

among friends is more common than forming teams in
games.

It can be seen that MSGCN model is superior to the
baselines, which proves the effectiveness of the model
proposed in this paper and proves that MSGCN can
better aggregate user characteristics when data is sparse
from the results of the three datasets. The improvement
of this effect stems from the aggregation of multiple
social networks to learn the higher-order features of
aggregated users.

Compared with MSGCN_f, MSGCN_c and MSGCN_t,
the improvement indicates that MSGCN integrates
multiple user relationships, from which it learns the
deeper diversified representation, such as the struc-
ture information and the link information of multiple
graphs.
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+ MSGCN has a more significant improvement effect than
other models on Game 1, the data of which is generated
at the beginning of the game, indicating that the MSGCN
model can effectively solve the recommendation prob-
lem on sparse data to some extent.

C. IMPACT OF LAYERS (RQ2)
As mentioned above, due to the limitations of graph convo-
Iutional model, too many convolutional layers will lead to
the risk of overfitting. The relevant experimental results are
shown in Table 4 and Table 5. The layer number range of the
experiment is from 1 to 5, and k is set as 3. MSGCN_max
and MSGCN_min models are selected for exploration due to
their good performances.
o According to the result, it can be found that the per-
formance of the two models increases from layer 1 to
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TABLE 5. Impact of the MSGCN layer number in MSCGN_min.

#Layer Game 1 ] Game 2 ] Game 3 ]
Recall@3 | MAP@3 | Hits@3 | NDCG@3 | Recall@3 | MAP@3 | Hits@3 | NDCG@3 | Recall@3 | MAP@3 | Hits@3 | NDCG@3
1 0.5745 0.453 0.5691 0.4842 0.5998 0.4716 0.4052 0.5045 0.5842 0.462 0.385 0.4933
2 0.922 0.8436 0.9146 0.8638 0.9308 0.8582 0.6384 0.8769 0.9354 0.8612 0.6241 0.8803
3 0.9866 0.9648 0.9855 0.9704 0.9901 0.9687 0.68 0.9743 0.9878 0.9633 0.6632 0.9697
4 0.9992 0.9926 0.9981 0.9943 0.9991 0.9932 0.6865 0.9947 0.9991 0.9921 0.6707 0.9939
5 0.9999 0.9977 0.999 0.9983 0.9997 0.997 0.687 0.9977 0.9998 0.9971 0.6713 0.9978

layer 4, because more MSGCN layers can aggregate
the information of higher-order neighbors to enrich user
representation.

o When there are five layers of MSGCN, the performance
of MSGCN_max model is not improved compared with
MSGCN_max model that has four layers. The reason
may be that noise is introduced in the process of intro-
ducing many layers. Another possible reason is that
models with too many layers are more likely to fall into
the risk of overfitting.

o The more layers there are, the longer the corresponding
training time will be spent. Generally, two-layer models
with good effects and efficiencies are selected for exper-
iments.

D. IMPACT OF FUSION MODE (RQ3)

Several simple ideas in fusion mode are proposed. First, based
on a user representation, three parts of the graph are simply
added for direct fusion (add). Second, we perform similar
minimum and maximum pooling operations (min and max,
respectively, and take the minimum or maximum of the three
parts) for multiple graphs. The third (multi) is to compute the
representation of different users based on different graphs and
then do the fusion of the representation. The above mentioned
methods, including multi, add, min and max, are compared
and the results are shown in Figure 3.

o According to the results, the overall performance is rel-
atively complex. Four evaluations are considered com-
prehensively. In Game 1, MSGCN_max has the best
performance and MSGCN_multi has the worst perfor-
mance. In Game 2 and Game 3, MSGCN_min has the
best performance, followed by MSGCN_max, while
MSGCN_add has the poor performance. After these
discussion, it can be found that MSGCN_max and
MSGCN_min are relatively effective.

o Compared with simple addition, min and max avoid
adding more noise on the basis of using three kinds of
graph structures to improve the characterization. They
are much simpler than MSGCN_multi, learning a sin-
gle user representation uniformly, and introducing less
noise.

e The Recall and Hits of MSGCN_multi in Game 2
and Game 3 are relatively good, but not good
in Game 1, which shows that the performance of
MSGCN_multi has been improved after a period of time.
At the beginning of game opening, the four methods
have little difference and MSGCN_max has slightly
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higher performance. MSGCN_min has the highest
performance in Game 2 and Game 3.

V. CONCLUSION

The paper mainly focuses on the problem of friend recom-
mendation with sparse data, and proposes a friend recommen-
dation model based on multi-social graph convolution, named
as MSGCN. With the idea of GCN, we design a strategy
integrating topological structure information from multiple
graphs to obtain user’s representation. By using bayesian
theory, the friend recommendation is transformed into a rank-
ing problem of personalized recommendation. In this paper,
three real-world datasets from Netease games are used in
the experiments, and the results show that MSGCN model
is better than some existing friend recommendation models.
The MSGCN model proposed in this paper has the advantages
of considering multiple social networks and strong expansion
ability to solve data sparsity issue. This is the first time that
deep learning is used to enhance user representation based
on multiple social graph structures in the field of friend
recommendation. The model can solve the problem of the
friend recommendation with sparse data effectively, and it has
certain mobility and flexibility.

This work explores the potential of network representation
in the field of friend recommendation and points to several
directions in the future. First, the attention mechanism will
be used to enhance the user feature learning in the graph
convolution layer, so as to improve the performance of friend
recommendation. The second is to comprehensively process
the user’s friend deletion information, take into account the
negative information and time factors, use the reinforcement
learning content plus the user’s decision layer, and make
decisions on whether he will make friends with others or will
delete a friend. Third, it can also be combined with explain-
able recommendation system to strengthen the interpretabil-
ity of the deep learning model of friend recommendation.
Better user representation is expected to get to complete the
tasks recommended by friends efficiently.
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