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ABSTRACT Image-based Head Pose Estimation (HPE) from an arbitrary view is still challenging due to
the complex imaging conditions as well as the intrinsic and extrinsic property of the faces. Different from
existing HPE methods combining additional cues or tasks, this paper solves the HPE problem by relieving
problem complexity. Our method integrates the deep Task-Simplification oriented Image Regularization
(TSIR) module with the Anchor-Guided Pose Estimation (AGPE) module, and formulate the HPE problem
into a unified end-to-end learning framework. In this paper, we define anchors as images that strictly
obey the ‘‘gravity rule in camera’’, which follows the assumption that camera coordinate of the vertical
axis should always be consistent with that of the local head coordinate. We formulate image pair as the
regularized image produced by TSIR along with its anchor counterpart, both of which are fed into the AGPE
module for estimating fine-grained head poses. This paper also proposes an Anchor-Guided Pairwise Loss
(AGPL), which describes the interdependent relevance of poses between each pair of images. The proposed
method is evaluated and validated with sufficient experiments which show its effectiveness. Comprehensive
experiments show that our approach outperforms the state-of-the-art image-based methods on both indoor
and outdoor datasets.

INDEX TERMS Head pose estimation, task-simplification oriented image regularization, anchor-guided
pose estimation, anchor-guided pairwise loss, deep learning framework.

I. INTRODUCTION
The task of head pose estimation is to infer the orientation
of a person’s head with respect to the viewpoint of the cam-
era. Head pose information serves as a significantly impor-
tant component for human-computer interaction, where the
humanoid robots in domestic environment are trained to have
the ability of estimating head poses such that a more natural
interaction with its users [1] can be ensured, and the driving
assisted system is able to monitor the driver’s field of view as
well as his awareness [2]. Head pose estimation also allows
systems to monitor social interactions [3], [4], and is able to
observe one person’s specific target of interest [5].

The inherent difficulties in estimating head pose as well
as other related tasks include various imaging conditions,
different non-Lambertian lighting sources, the existence of
complex background or occlusions and etc [6]. In fact, con-
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ventional analysis using human vision in the real world is
also confronted with the same problems. For example, human
visions in the real-world would fail if they are distant, far
away or with extreme bad illumination conditions. Interest-
ingly, humans will not persist in improving their perceptual
ability under such harsh conditions. Instead, they solve these
problems by walking closer or by lighting up for brighter
views. In other words, humans are endowed with the ability
to find ways out of the current predicament by relieving
problem complexity for better conditions. In computer vision
community, many face recognition algorithms employ face
alignment operation before the recognition module [7]–[9],
which simplifies the problem by enforcing the same semantic
regions locating at the same local area share similar facial
features. Simple mechanisms of task-simplification on head
pose estimation can also be found in literature via image-level
operations:
• The illumination conditions are usually normalized via
the mean and standard deviation regularization [10].
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• Influence of the background image could basically be
removed through face localization techniques and image
cropping [10]–[12], which eliminates noise from irrele-
vant issues and mainly focus on the facial area.

• Intrinsic camera parameters like the focal length could
be modified by image-level scaling, which is used to
normalize the size of the facial area occupying the
image.

However, the above simplification schemes are unable to help
relieve problem complexity brought about by its underlying
huge solution set. Regarding the possible viewing angle
towards the camera, which directly reveals image appearance,
the issue of what kind of simplification scheme should be
adopted remains unclear. To solve the above problem, this
paper proposes a novel deep task-simplification method to
relieve the complexity of HPE problem. Motivated by real-
world situations that objects on earth all follow the law of
gravity, otherwise human perception would become harder
because of the existence of a much larger pose set. Based
on this observation, this paper reduces the overall pose set
by regularizing head poses, which strictly obeys the ‘‘gravity
rule in camera.’’

Suppose (Xcam,Ycam,Zcam) denotes the rectangular cam-
era coordinate system, where the axis Xcam and Ycam are
within the imaging plane and Ycam is defined as the direction
of ‘‘gravity in camera’’. Similarly, we denote the local coor-
dinate system with respect to the head as (Xloc,Yloc,Zloc).
In the local coordinate system, the axis Xloc is horizontally
parallel to the line connecting eye centers, Yloc is vertically
located and is perpendicular Xloc, and Zloc is the normal of
the Xloc-Yloc plane pointing to the front. Our ‘‘gravity rule in
camera’’ suggests that projection of Ycam coincides with that
of Yloc, where the face images after simplification are pro-
vided with the characteristics that the visual appearances of
them would remain in relatively consistent pattern, like both
the line linking two eye centers and the line connecting two
mouth corners are practically horizontal. We call the images
obeying ‘‘gravity rule in camera’’ as anchors.We generate the
anchor images by adopting a direct correlation between 3D
face and 2D images, based on the assumption that rotating
on the 2D image is equivalent to that of rotating along axis
Zcam. The work that is most related to ours [13] approximated
image-level rotation via transforming the face image to fit the
predefined reference shape. Their transformation is solved
by calculating the affine matrix between facial landmarks of
the input image and a canonical 3D shape. On the one hand,
robustness and accuracy of this normalization method rely
heavily upon accurate 2D landmark locations, which remains
an open issue in the research community, especially with ‘‘in-
the-wild’’ conditions. Moreover, it is not reasonable that only
one frontal template is employed [13], as landmark locations,
vary significantly from frontal view to the profile view.

We address the above issues by circumventing the use
of any key points or additional canonical shapes. In detail,
we formulate our problem by combining a task-simplified
regularization module and an anchor-guided estimation

module into an end-to-end deep learning-based framework.
The main contributions of this paper are summarized as fol-
lows:

• We decompose the challenging HPE problem into two
inter-related tasks, namely AGPE module based face
image regularization and TSIR module based head
pose estimation, and integrate them into an end-to-end
pipeline via deep learning framework.

• We propose an anchor-guided pairwise loss between the
regularized image and its anchor counterpart, which not
only improves final prediction but also endows TSIR
with fine-grained regularization.

• Our deep task-simplification module estimates image-
level rotation transformationwithout any auxiliary infor-
mation, e.g. facial landmarks or the additional reference
face shape.

The remainder of this paper is organized as follows. We
review the most related articles to the filed of head pose
estimation in Sec. II. Sec. III describes our proposed method
in detail. Sec. IV exhibits experimental results as well as
related discussions, and concluding remarks are drawn in the
end.

II. RELATED WORK
Existing methods on HPE vary frommodel-based approaches
[14], [15] to appearance-based ones [16], [17]. This section is
limited to appearance-based approaches as they are the most
relevant methods to our work. We classify the appearance-
based methods into two categories and give detailed review
to each of them: 1) Methods seeking for additional assistance
and 2) Methods focusing on improving the prediction power
of HPE algorithms themselves.

A. METHODS REQUIRING ADDITIONAL ASSISTANCE
Using additional assistance on solving HPE problem can
roughly be classified as either a pre-estimation based method
that utilizes visual cues as an auxiliary, or simultaneous esti-
mation based methods that explore the inherent dependencies
from inter-related tasks.

1) ADDITIONAL CUE BASED METHODS
In recent years, deep learning based methods [18] have dom-
inated landmark localization methods [11], [19], [20], due to
their robustness and representative ability to extract specific
task related features. As a by-product of landmark local-
ization, head pose problems are usually solved as a 2D-3D
fitting problem with a pre-defined average 3D face model
available. However, the precision is likely to be affected
by different error sources [10], including the accuracy of
the 2D landmark estimation algorithm, 3D error caused by
the fixed average model, and solution accuracy of the opti-
mization method. Xia et al. [13] proposed a pose estimation
method via auxiliary assistance of facial landmarks. In their
work, they combine landmark-based heatmapswith grayscale
images in channel level for head pose prediction. Keypoint

VOLUME 8, 2020 42459



J. Li et al.: End-to-End Task-Simplified and Anchor-Guided Deep Learning Framework for Image-Based HPE

basedmethods can indeed help boost the performance of head
pose estimation, but only if each of the landmarks is accu-
rately localized. However, due to the unstable performance
of face alignment algorithms under challenging conditions
such as large view angles or extreme illumination conditions,
the reliance on accurate landmark localization hinders the
way to general applications in realistic scenarios.

2) MULTI-TASK BASED METHODS
Head pose estimation relates a lot to other facial analysis
problems. Kumar et al. [21] presented an iterative method
for both keypoint estimation and pose prediction, based on
the observations that landmark locations change accordingly
with the rotating head. In order to better prevent the over-
fitting problem and improve the generalization ability of
the training network, there have emerged many works that
try to solve more than one facial related tasks jointly in
one multi-task network. Zhu and Ramanan [22] based on a
mixture of trees with a shared pool of parts and simultane-
ously solved face detection, pose estimation, and landmark
localization, which regards each keypoint as a part and use
global mixtures to capture topological changes induced by
head poses. Hyperface [23] fused the learned features from
intermediate layers of deep CNN, which is then fed into
a multi-task learning network. In addition to the pose and
landmark estimation, Hyperface [23] also predicted the face
bounding box location and facial gender information. Beyond
Hyperface [23], Ranjan et al. [24] conducted even more tasks
like smile detection, age estimation and face recognition via
the powerful convolutional neural network which regularizes
the shared parameters of CNN and builds a synergy among
different domains and tasks. Zhu et al. [11] predicted both
face orientation and keypoints via reconstructing the 3D face
model. They learn parameters of the morphable models [25],
which regard the reconstruction problem as a linear combina-
tion of several pre-defined bases of the face model.

B. METHODS FOCUSING ON ALGORITHM PERFORMANCE
The HPE methods have attracted increasing attention of
researchers, especially when deep learning-based methods
have become more and more prevalent in computer vision-
related tasks. Behera et al. [26] learned multi-level features
by exploring different image regions, which combine mul-
tiple local regions with the whole image for discrete pose
classification. Limitation of pure classification based method
is that they only predict the approximate range of head pose
intervals, and they lack the ability for fine-grained estimation,
which would inevitably obstruct the way to wider applica-
tions. FacePoseNet [27] directly regressed a 6DoF vector for
both camera localization and orientation; the estimated pose
further serves as auxiliary information for face alignment
and recognition. Yet, no validation results on the precision
of the estimated pose were reported. Ruiz et al. [10] pro-
posed a multi-loss method directly from image intensities
by estimating weights of evenly distributed pose intervals,
and the final estimation is obtained by weighted sum along

FIGURE 1. Overview of our HPE framework. The input image is first fed
into the TSIR module to generate the regularized image. By pairing the
regularized image with its anchor counterpart, the final prediction is
obtained through AGPE module. The blue arrows indicate the training
flow, while the green ones indicate the testing flow.

pose spans. Yang et al. [12] adopted a hierarchical coarse-
to-fine classification strategy, followed by a soft stage wise
regression scheme, where the final fine-grained predictions
are obtained through extracting intermediate features with
further aggregation and regression.

We argue that HPE is a complicated and comprehen-
sive problem. Other mechanisms on solving HPE other than
improving algorithm prediction power or introducing prior
knowledge should also be considered. In this paper, we pro-
posed a pure image-based task-simplification strategy for
fine-grained pose estimation by reducing the complexity
of HPE.

III. PROPOSED METHOD
Fig. 1 shows the overview of our proposed framework. The
input of our algorithm contains only one single RGB image,
and no other auxiliary information like depth or facial land-
marks are used. We formulate the complex HPE problem by
integrating a TSIRmodule and anAGPEmodule into the end-
to-end learning framework. The TSIR module aims at reduc-
ing the scale of the overall solution set and conducting the
in-plane rotation upon input image to get a regularized image
following the ‘‘gravity rule in camera.’’ And the following
AGPE module would output the fine-grained 3D rotation
angles of the input image concerning Yaw, Pitch and Roll.

In order to make the problem well defined, the training
database is denoted as {Itrain, Iach, ly, lp, lr }, where Itrain is
the training image and Iach denotes its corresponding anchor
image. The remaining symbols are groundtruth pose labels
that ly for Yaw angle, lp for Pitch angle and lr for Roll
angle respectively. In the training phase, the input training
image Itrain first goes into TSIRN to produce the regularized
image Ireg, and then the paired image of (Ireg, Iach) is fed into
AGPEN that

l̂y, l̂p, l̂r = AGPEN(TSIRN(Itrain), Iach) (1)

where l̂y, l̂p, l̂r denotes the estimated labels for Yaw, Pitch and
Roll, and the symbols TSIRN and AGPEN are short for TSIR
Net and AGPE Net respectively. Note that each face image in
the pair share the same network architecture and parameters.
For a given image Itest in the test phase, its estimation could
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FIGURE 2. Architecture of the feed-forward part of the proposed framework. Our feature extraction module employ CNN-based architecture for
both tasks. We use MLP for rotation angle regression as well as facial pose classification for Yaw, Pitch and Roll angle. Both MSE loss and the
Cross-Entropy loss are conducted between the estimation and the ground-truth. The anchor-guided pairwise loss is calculated between the anchor
and its regularized counterpart with respect to Yaw, Pitch and Roll. The symbol

⊕
denotes pairwise operation on the loss function, please refer to

Sec. III-D for more details.

be formulated as

l̂y, l̂p, l̂r = AGPEN(TSIRN(Itest )) (2)

In the remaining part of this section, details of the pro-
posed method would be elaborated at length. We would first
show our proposed end-to-end deep architecture and then
explain sequentially how the rotation consistency is guaran-
teed between 2D image coordinate system and 3D space coor-
dinate system, how the anchor images are obtained following
the ‘‘gravity rule in camera’’ and how anchors work for the
final pose estimation.

A. END-TO-END DEEP ARCHITECTURE DESIGN FOR HPE
Fig. 2 shows the network architecture employed in our pro-
posed method. Two networks are adopted for the task of
head pose estimation. TSIR is the task-simplificationmodule,
which predicts the optimal rotation angle through which the
regularized face image could be obtained and serves as the
input of AGPE. We use the Spatial Transformer Network
(STN) [28] as the main component of the TSIR module,
which is a learnable network that allows spatial manipula-
tions and image-level rotation. The 2D rotation angle δ̂ is
estimated via CNN architectures like ResNet [29] for fea-
ture extraction which is followed by Multi-Layer Perception
(MLP) for regression. Not that the other choices like Shuf-
fleNetV2 [30] or self-designed networks for feature extrac-
tion would work just as well.

To obtain the regularized image, the affine transformation
matrix

A2D =
[

cos δ̂ sin δ̂
− sin δ̂ cos δ̂

]
(3)

is applied to the input image for spatial transformation via
bilinear interpolation technique. Note that there is an implicit
assumption lies in the TSIR module, saying that rotating δ̂ on
the 2D image is equivalent to that of rotating in 3D camera
coordinate system along Zcam. We would provide theoretical
analysis on when this assumption would hold in Sec. III-B.

The AGPE module first uses CNN (i.e. ResNet) to extract
independent features given the regularized and anchor image
pairs. After that, threeMLPs sharing the same architecture are
followed, which corresponds to the three poses, respectively.
Finally, the combined losses of both pose classification and
regression are employed. Suppose [−�,�] denotes range
span of facial poses for each Euler angle, which is divided
evenly with interval k , the head pose estimation problem
could thus be transformed to one discrete classification prob-
lem, with a total of d2�/ke bins for each pose interval. The
classification probability could be obtained via the stable
softmax layer, followed by the MLP mentioned above. And
theweighted sum of the probability over the pre-defined sepa-
rated bins is used to represent the final estimation. Regarding
loss functions, we argue that existing methods usually for-
mulate loss functions independent of images. In this paper,
we observe that there exists a strong relevance on Euler
angles between the input image pair. Details of the proposed
pairwise pose loss are described in Sec. III-D.

B. ORDERING-SENSITIVE 2D-3D ROTATION CONSISTENCY
Fig. 3 shows the schematic diagram of the rotation consis-
tency between 2D image space and 3D camera space, indi-
cated by x-y and X -Y -Z respectively. Note that the image
plane x-y is parallel to that of the X -Y plane in camera
coordinate, which is perpendicular to that of the Z axis.
The orange path shows 2D rotation pipeline, where the 2D
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FIGURE 3. Schematic diagram of rotation consistency between 2D and
3D. The 3D camera coordinate of X , Y , and Z axis corresponds to Pitch,
Yaw and Roll respectively. The image plane on 2D x-y coordinate is
parallel to X -Y plane on the camera coordinate. Image obtained by
rotating δ around Z axis that followed by projection operation is
equivalent to that of rotating δ directly on 2D image.

transformed image Itrs2D is obtained by rotating δ on the
originally captured image Iorg2D within image plane. The 3D
rotation pipeline is shown in blue arrows, where the original
3D face model first rotates δ along Z axis. By projecting
the rotated model onto image plane, we get Itrs3D which is
equivalent to Itrs2D via the orange flow in terms of their
Eular angles. Therefore, the relationship between orientation
prediction on Itrs2D and the original image Iorg2D can be
formulated as following

ly(Iorg2D) = ly(Itrs2D)
lp(Iorg2D) = lp(Itrs2D)
lr (Iorg2D) = lr (Itrs2D)− δ

(4)

Thus, the orientation estimation of Iorg2D could be indirectly
obtained via estimating Euler angle of Itrs2D.

To make the above equivalence tenable, it is necessary to
change the order of the rotation axes for the Euler angle.
Existing datasets for head pose estimation usually utilize the
rotation axes for Euler angle as Z -Y -X . The Z -Y -X ordering
means that the final orientation of the head is obtained by first
rotating around Z axis, followed by Y andX axis sequentially.
In other words, after rotating along Z axis, the Euler angles
for Y and X axis, namely Yaw and Pitch, would change
accordingly. However, once the rotation axes for Euler angle
change to X -Y -Z ordering, the rotation along Z axis becomes
the last operation, and it is thus independent of Yaw and Pitch.
Assuming Euler angles under Z -Y -X ordering is given by
(φ, γ, θ ), indicating Pitch, Yaw and Roll respectively. The
rotation matrix along X , Y and Z are expressed as

Rx(φ) =

 1 0 0
cosφ − sinφ 0
0 sinφ cosφ



Ry(γ ) =

 cos γ 0 sin γ
0 1 0

− sin γ 0 cos γ


Rz(θ ) =

 cos θ − sin θ 0
sin θ cos θ 0
0 0 1

 (5)

The final rotation matrix is calculated as

R = Rz(θ ) ∗ Ry(γ ) ∗ Rx(φ) (6)

Suppose that the rotation angles under X -Y -Z ordering are
denoted as (α, β, η), based on Eqn. 5, we could obtain

sinβ = R13

cosβ =
√
R112 + R122

sinα = −R23/ cosβ

cosα = R33/ cosβ

sin η = −R12/ cosβ

cos η = R11/ cosβ (7)

New rotation representations then could be calculated via the
mapping function H that

α = H (sinα, cosα)

β = H (sinβ, cosβ)

η = H (sin η, cos η) (8)

and H is formulated as

H (sinω, cosω)=


− arccosω sinω < 0, cosω < 0
arcsinω sinω < 0, cosω > 0
arcsinω sinω > 0, cosω > 0
arccosω sinω > 0, cosω < 0

(9)

for anyω ∈ (α, β, η). Note that we use this two-step operation
based on sine and cosine functions rather than the tangent
functions to make sure that the large rotation angles would
be recovered correctly and integrally.

C. ‘‘GRAVITY RULE IN CAMERA’’ BASED ANCHOR
GENERATION
The anchor image is generated by rotating δ0 along Z axis. To
achieve ‘‘gravity rule in the camera,’’ we enforce projection
of the rotating axis Ycam be coincident with axis y in image
coordinate. SupposeM = Rx(α)∗Ry(β)∗Rz(η) is the rotation
matrix following X -Y -Z ordering, the anchor’s rotation angle
then could be calculated through the projected axis Y projcam =

[M12,M22, 0] and y2D = [0, 1, 0]

δ0 = sign∗ < Y projcam , y2D > (10)

where sign = 1 means clockwise rotation, while sign = −1
means anticlockwise rotation, which could be computed as:

sign =

{
1 if cos < V ,Z > is greater than 0
−1 if cos < V ,Z > is less than 0

(11)
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where V = Y projcam × y2D and Z = [0, 0, 1]. When vector V
is pointing into X -Y plane under the Right-Hand Coordinate
System, the rotating operation should be conducted clock
wisely since the cosine value between V and Z is less than
0 and vice versa.

D. ANCHOR-GUIDED PAIRWISE LOSS
Eqn. 4 has made it clear that there is a close relationship
between the Euler angle representatives of the input image
and the rotated one. It is reasonable for us to build the rela-
tionship among the original image Iinp, the regularized image
Ireg and the anchor image Iach according to Eqn. 4 that

l̂y(Iinp) = l̂y(Ireg) = l̂y(Iach)
l̂p(Iinp) = l̂p(Ireg) = l̂p(Iach)
l̂r (Iinp) = l̂r (Ireg)− δ̂ = l̂r (Iach)− δ0

(12)

Eqn. 12 provides a straight forward view of formulating
interrelationship between Ireg and Iach, which inspires us to
design the Anchor-Guided Pairwise Loss (AGPL). Consider-
ing different representations of the pose using either discrete
pose classification or continuous pose regression, we design
two forms of losses under the guidance of the anchor image;
namely, coarseAGPL originated from binned prediction and
fineAGPL from fine-grained regression. Note that the final
representation of AGPL is obtained by combining the two
formulations. Suppose b̂s is the binned prediction and l̂s rep-
resents the regressed predicting pose value. The superscript
s ∈ {y, p} denotes head pose of either Yaw or Pitch, which
follows the condition that the underlying angles between Ireg
and its anchor Iach should be the same. To make full use
of this constraint, the cross-entropy loss between the binned
predictions should satisfy that

Ls∈{y,p}c = −
1
N

∑
B

d2�/ke∑
i=1

b̂s(Iach, i) ∗ log(b̂s(Ireg, i)) (13)

and Mean Square Error (MSE) for fine-grained estimations
requires

Ls∈{y,p}f =
1
N

∑
B
|l̂s(Iach)− l̂s(Ireg)|2 (14)

Here B denotes the face image dataset and N is the total
number of images in B.
As illustrated in Eqn. 12, applying the paired constraint

enforced upon Yaw and Pitch would fail when it comes to
Roll angle. However, we observe that the equality would hold
when we calculate l̂s, s ∈ {r} backward to the original image.
We formulate the paired loss on Roll as

Ls∈{r}f =
1
N

∑
B
|l̂ach2org − l̂reg2org|2 (15)

where l̂ach2org = l̂s(Iach) − δ0 is Roll angle of the original
image estimation from anchor image, and l̂reg2org = l̂s(Ireg)−
δ̂ describes that from the regularized image. Eqn. 15 promotes
the prediction power on Roll estimation especially at the

initial epochs in the training phase.Meanwhile, from the task-
simplification perspective of view, the large rotation error
produced by TSIR may hinder the way to the task of simpli-
fication and induce performance decline on AGPE. In other
words, Ls∈{r}f has contributed to increasing the prediction
power for both modules of TSIR and AGPE.

Despite our proposed AGPL, we also apply cross entropy
loss Ls∈{y,p,r}CE on binned probability of the Euler angle and
MSE loss Ls∈{y,p,r}MSE on the regressed values to supervise the
training network, as suggested in [10]. As for TSIR, we add
a L2-norm-based regression loss Ls∈{y,p,r}rot between the esti-
mated rotation angle and its ground-truth to enforce TSIR on
learning proper mapping representation from the input face
image to its regularized counterpart. The total loss function
is formulated as

Ltotal = αf
∑

s∈{y,p,r}

Lsf + αc
∑
s∈{y,p}

Lsc

+αCE
∑

s∈{y,p,r}

LsCE + αMSE
∑

s∈{y,p,r}

LsMSE (16)

It is notable that anchor image acts on different perspec-
tives. On the one hand, it serves as a guidance for how the
original image should be regularized based on the inferred
optimal transformation operation. On the other hand, it also
helps AGPE to find a more distinguishable pattern that could
be easier to recognize.

IV. EXPERIMENTAL RESULTS
A. DATASETS
Three popular datasets for head pose estimation including the
300W-LP [11], AFLW2000 [11] and BIWI [31] are employed
in our experiment.

The 300W-LP (300 faces in-the-Wild across Large Pose)
is a synthetic dataset generated from 300W [32], which
is a combination of several datasets for landmark based
face alignment, including LFPW (Labeled Face Parts in the
Wild) [33], AFW (Annotated Faces in theWild) [22], HELEN
(the HELEN facial feature dataset) [34], and XM2VTS
(the eXtended Multi Modal Verification for Teleservices
and Security applications) [35]. The synthesized image is
obtained using face profiling techniques, which project each
personalized 3D face model to different views through grad-
ually rotating the model until it reached the profile view.
Additional flipping operation on face images after projection
is carried out to further augmenting the dataset. In total about
122, 450 face image samples labeled in 300W-LP, with the
groundtruth pose be inferred via fitting the 3D face model
and the 6DoF of pose parameters.

AFLW2000 provides face images and corresponding
groundtruth head poses for the first 2000 images in AFLW
(Annotated Facial Landmarks in the Wild) [36]. AFLW2000
is a very challenging dataset which provides a large-scale
collection of annotated face images gathered from the
web, exhibiting a large variety of changes in pose, expres-
sion, ethnicity, age, gender as well as general imaging and
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environmental conditions. The groundtruth pose in
AFLW2000 is labeled and organized in the same way as
300W-LP. Following Hopenet, we exclude the 31 images
whose angles exceed the interval [−99◦, 99◦].
BIWI (the BIWI kinect head pose dataset) contains 24

sequences of 20 different people from RGBD cameras. The
dataset includes a total of 15, 000 frames including RGB
images, depth images and the annotations. The head pose
range covers about±75 degrees for Yaw and±60 degrees for
Pitch. Groundtruth label is presented in the form of the 3D
location of the head and 3D rotation matrix. Different from
the other two datasets which are collected from in the wild,
all images in BIWI are captured under indoor environment.

B. IMPLEMENTATION DETAILS
We implement the proposed method within Pytorch frame-
work on a computer with one CPU and one GPU. A total
of 30 epochs are used for training the proposed network. We
use ResNet50 as our backbone network for both training and
testing, and the Adam [38] optimizer with the initial learning
rate be set to 1e − 3 and β1 = 0.9, β2 = 0.999, ε = 10−8.
The learning rate is reduced for every 6 epochs by a factor of
0.1. The batch size in both training and testing phase is set to
32. The interval length k in Eqn.13 is set to be 3. We use two
different datasets for training, one is the synthetic 300W-LP
dataset and the other is BIWI, each of which corresponds to
different models, namely In-The-Wild model and Laboratory
model.We augment the training data by random cropping and
filtering to strengthen the power of our method on handling
images with scaling and blurring. We also randomly rotate
the training images to cover a large variation of in-plane
rotations. For testing phase, Mean Absolute Error (MAE) is
used to measure the prediction error that

MAE =
1
N

N∑
i=1

‖l̂i − li‖1 (17)

The symbols li and l̂i are groundtruth and the final estimation
of either Yaw, Pitch or Roll angle with respect to the ith
image, and N is the total number of images in the testing
set. As the available groundtruth poses in 300W-LP and
AFLW2000 dataset are presented in Z -Y -X ordering based
Euler angle while it is provided with 3D rotation matrix in
BIWI dataset, we follow equations in Sec. III-B to trans-
form them into consistent representation of X -Y -Z ordering
based Euler angle for both the training and testing phase. We
test In-The-Wild model upon both AFLW2000 and BIWI to
show generalization power of our method. For the Laboratory
model, we use three different 70-30 splits of video frames in
BIWI dataset. We adopt MTCNN [39] for face detection in
the preprocess step for all experiments, andwemanually label
bounding box of the images where MTCNN fails.

C. EVALUATION ON THE IN-THE-WILD MODEL
Our In-The-Wild Model is trained on in-the-wild face images
of 300W-LP and is first tested on AFLW2000. Face detection

TABLE 1. MAE in degree among different methods on the AFLW2000
dataset using In-The-Wild model.

and cropping followed by rotation ordering consistency oper-
ation is conducted upon both datasets. Tab. 1 shows com-
parison results on AFLW2000 upon different state-of-the-art
methods. FacePoseNet [27] directly regressed a vector for
camera orientation. Hopenet [10] combined multiple losses
for fine-grained head pose estimation. FSA [12] proposed a
multi-stage based structure aggregation method. The remain-
ing comparisonmethods use additional landmark information
beyond images. FAN [19] and GT-based method treat HPE as
solving a 2D-3D fitting problem via landmarks. 3DDFA [11]
convert head pose estimation problem into 3D face recon-
struction problem by simultaneously estimate shape and
camera related parameters. Among all the landmark-free
methods, ours performs the best, with an average predic-
tion error of 3.83. Our method also out-performs most of
the landmark-assisted methods except for Xia et al. [13].
However, Xia et al. [13] relies heavily on accuracy of facial
landmarks, whose performance would sharply drop down
when it comes to real applications.

In order to provide an in-depth analysis, Fig. 4 shows
MAE distribution with respect to different pose intervals. We
divide the whole pose span into 6 intervals of [−99,−60),
[−60,−30), [−30, 0), [0, 30), [30, 60) and [60, 99), and we
calculate MAE over each of these intervals based on the
testing set of AFLW2000. Fig. 4 suggests that the overall
error follows a quadratic distribution where the near frontal
images are of lowest error while profile views exhibit highest
error. However, our method is competitive especially for
large pose intervals where a huge boost of error decreasing
emerges compared to Hopenet and FSA. The result suggests
that our task-simplification based method works is capable at
solving images with large poses. Fig. 5 further exhibits some
qualitative results for profile view images with illumination
changes as well as occlusions, which further demonstrates
robustness of our method.

To show generalization of the proposed method, Tab 2
exhibits comparison results on BIWI dataset using our In-
The-Wild model. Our performance on BIWI also achieved
state-of-the-art result compared with both landmark-free
and landmark-assisted methods, where KEPLER [21]
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TABLE 2. MAE in degree among different methods on the BIWI dataset
using in-the-wild model.

FIGURE 4. Mean absolute error distribution with respect to different pose
intervals in AFLW2000 dataset.

simultaneously regresses keypoints and poses using heatmap-
CNN architecture. For better exhibiting the process on the
In-The-Wild model, Fig. 6 shows the average training loss
curve as well as testing loss curves on both In-The-Wild and
the Laboratory testing datasets as a function of the epoch
number.

Original work on Hopenet and FSA both use Euler angle
of Z -Y -X . To analysis how rotation ordering affect the per-
formance of HPE, we transform ordering of Euler angle
from Z -Y -X to X -Y -Z for Hopenet and FSA. Other settings
for both Hopenet and FSA remain unchanged according to
their original paper. Tab. 3 shows that X -Y -Z ordering based
representation can help decrease the average prediction error
to certain extent. The possible rationale behind is that with
X -Y -Z ordering, 3D rotation around Z axis is consistent
with that of rotating on the 2D image, where the head rota-
tion along X and Y axis is fixed. In such case, it is more
likely that X -Y -Z ordering based representation is capable to

FIGURE 5. Pose estimation on the AFLW2000 dataset. From top to
bottom, they are the groundtruth, results of Hopenet, results of FSA-Net
and our results. The blue line indicates the direction that the subject is
facing. The green line represents the downward direction and the red line
pointing to the side.

FIGURE 6. Evolution of the average training and testing losses as a
function of the number of epochs.

TABLE 3. Ordering related comparison on AFLW2000 dataset using
In-The-Wild model.

build approximately one-to-one relationship between image
appearance and head poses, which provide an easier pattern
to recognize. Among all methods using X -Y -Z ordering,
we find that our method performs the best, which shows its
superiority compared to the others.

The backbone network of Resnet is complex and time-
consuming which is impractical to be applied directly on
robots or mobile devices. We take efficiency into consider-
ation by using ShuffleNetV2 to replace the backbone Resnet
and remain the other settings unchanged for both training and
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TABLE 4. MAE in degree among different methods on the BIWI dataset
using Laboratory model via cross validation.

testing. Our testing procedure takes an average of 0.02 sec-
onds per image on TSIR module and 0.036 seconds per
image on the AGPE. Note that we set the batch size equal
to 1 when measuring time consumption. Furthermore, our
light-weighted In-The-Wild model obtains MAE of 4.06 on
AFLW2000 dataset, which is more or less comparable to that
of 3.83 on Resnet, demonstrating that our method doesn’t
draw much benefit from network architecture. Considering
that many face alignment methods nowadays are also with
good real-time capacity as well as accuracy, we also show
efficiency of our method compared with landmark-based
simplification. In order to avoid error accumulation, we use
groundtruth landmarks provided by the datasets for compari-
son.We estimate rotation angle between each of the input face
shape and a reference shape using Singular Value Decompo-
sition (SVD) based algorithm.We train the model by combin-
ing the landmark-based simplification and AGPE and choose
ShuffleNetV2 as the backbone network. Although TSIR takes
more time than landmark-based simplification, TSIR is suf-
ficient to be applied in most of the applications. In addition,
the landmark-based simplification combining AGPE obtains
MAE of 3.92 on the AFLW2000 dataset, which is comparable
to that of ours. We argue that performance of landmark-based
method depends on the underlying face alignment algorithm,
while our method doesn’t rely on other assistance.

D. EVALUATION ON THE LABORATORY MODEL
To validate our method on constraint environment, we also
train our model on the indoor captured dataset BIWI, with
a pre-processing step of face detection followed by face
cropping through the scaled face bounding box. Among the
comparative methods, DeepHeadPose [40] use multi-modal
RGBD data as input and formulated the problem of head
pose estimation as one of classification of gazing direction
via CNN. Liu et al. [41] trained to learn head features on syn-
thetic head images using rendering techniques and solve head
pose estimation as a regression problem. Drouard et al. [42]
used a mixture of linear regressions with partially-latent out-
put which learned to map high-dimensional feature vectors
into the joint space of head pose angles and bounding box
shifts. As shown in Tab 4, our method outperforms state-of-
the-art by reducing the error from 3.23 to 1.40. Our method
also surpasses the landmark-based method of [13], which
further show advantage of the landmark-free methods.

TABLE 5. Ablation study in terms of MAE on AFLW2000 dataset.

E. COMPARISON WITH BASELINE MODEL
In this section we conduct some ablation studies to verify
effectiveness of our proposed task-simplification scheme and
the novel anchor-guided pairwise loss. All ablation stud-
ies are trained using 300W-LP dataset and are tested upon
AFLW2000. We first provide our baseline model which
ignore the task-simplification module. With the training face
images under X -Y -Z ordering based pose representation,
we train the baseline model via a multi-loss formulation
followed by [10]. To demonstrate effectiveness of our task-
simplification module, we add TSIRmodule in the aforemen-
tioned baseline model. We also show the effect on HPE using
AGPL by employing it on the baseline model. Different from
that in Sec. III-D, here the input image pair is consisted with
the original input face image and its anchor counterpart. We
compare the above three experiments with our method, which
combines the baseline model, task-simplification module of
TSIR and the pairwise loss function of AGPL. Tab. 5 shows
that both TSIR and AGPL have contributed to improve the
performance. The task-simplification scheme is more capable
of estimating Roll angles, while AGPL works better on Yaw
angle prediction. The combination of TSIR and AGPL show
further ability on three poses’ prediction which all achieves
the best result in terms of MAE.

V. CONCLUSION
This paper proposes a novel algorithm for HPE by com-
bining the task-simplification mechanism and anchor-guided
estimation method into one unified learning framework. Our
method infers head poses from an image alone, without addi-
tional visual cues like facial landmarks or depth maps. Our
TSIR module approximates the ‘‘gravity rule in camera’’ by
estimating rotation transformation on original face images for
task simplification. The regularized image, which is paired
with its anchor counterpart, are fed into our AGPEmodule for
final pose estimation. We propose the novel anchor-guided
pairwise loss function called AGPL, which not only promotes
head pose estimation with higher precision but also reduces
rotation error on the TSIR module. As our main concern
lies in pose regularization, this method may fail when under
extreme lighting or with relatively low image quality. Fur-
thermore, considering mobile applications that require less
computational cost, we would expand our method on light-
weighted networks with accuracy ensures.
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