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ABSTRACT In the field of hot event prediction on online social networks, not considering user information
leads to poor prediction effect. In this paper, a novel method that considers the behaviors and characteristics
of users is proposed to identify and predict suspected bursty hot events. First, the keywords in each tweet
are extracted and divided into different sets according to part of speech, and then similar topics are clustered
according to semantic similarity. Second, the growth rates of topics are monitored in the sliding timestamp
and the suspected bursty hot events are marked. Then, a user relationship network is constructed based on the
information of the registered users on Twitter. Finally, according to the propagation trend of suspected bursty
hot events in the network, the quasi-burst hot events are marked and sorted in descending order. Experimental
results show that only using the historical re-tweeting behavior of users as the judgment basis to predict
the current re-tweeting probability of users will lead to the phenomenon of error cascading, while taking the
information of users into account can effectively improve the prediction performance. Compared with the
existing methods, the proposed method improves the prediction precision rate by 27.38%, accuracy rate by
23.49%, and recall rate by 20.16%, demonstrating that it can predict bursty hot events effectively.

INDEX TERMS Hot event prediction, suspected bursty hot events, semantic similarity, user relationship
network.

I. INTRODUCTION
Bursty hot events in news reports spread rapidly through the
Internet [1] and have a great impact on society [2]. As a
mainstream social media network, Twitter is used worldwide.
The number of active Twitter users reached 645 million
according to a study by the Statistic Brain Research Institute
in July 2014 (http://www. statisticbrain.com). Therefore, it is
desirable to identify suspected bursty hot events on Twitter
and predict their spread trend, which can be used to inform the
government and enterprise departments in a timely manner to
help them take steps for scientific and effective control and
guidance, so as to contribute to social stability and people’s
well-being [3].

A key problem in predicting bursty hot events on Twitter
is to predict the spreading path of tweets. The current main-
stream academic community focuses on the information cas-
cade, classification, and game theory models for prediction.
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The information cascade model mainly includes the inde-
pendent cascade model (ICM) [4], [5] and linear threshold
model (LTM) [6], [7]. This kind of model assumes that a
node has active and inactive states at a given time, and an
active node activates an inactive node with an independent
activation probability. Dichkens et al. used an independent
cascade model to predict the re-tweet path of messages on
Twitter and then used aMarkov chainMonte Carlo method to
estimate its parameters [8]. This model assumes that the prob-
ability of activation between nodes follows a β distribution of
users’ historical re-tweets. Most of these methods consider
that the decisions of individuals can only be influenced by
decisions of their direct neighbors, but in the case of iterative
propagation (e.g., secondary re-tweeting), the influence of
the central node is not considered. Kempe et al. proposed an
LTM that assumes that the propagation behavior of an indi-
vidual depends on whether the sum of the effects on it of all
neighbor nodes exceeds an activation threshold [9]. However,
in reality, the propagation behavior of individuals is affected
by their neighbor nodes independently. Saito et al. introduced
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a continuous time axis and added a time-delay parameter to
each edge of the graph of information transmission [10], [11]
to extend the ICM and LTM to asynchronous independent
cascade (AsIC) and asynchronous linear threshold (AslT)
models. However, such models assume that neighbor nodes
have the same or similar influence over each other, regard-
less of the degree of intimacy between them. The prediction
method based on a classification model is a special form of
ICM that assumes whether a user is activated or not depends
on a number of factors [12], and this kind of method relies
on the accuracy of predicting the user’s historical re-tweeting
behavior. Prediction based on the game theorymodel assumes
that every user plays a game of interest when receiving certain
information and takes the most profitable strategy [13]–[16].
This approach, however, does not consider a user’s interaction
with information. In addition, Sanda et al. analyzed link pre-
diction based on local similarity measures to find the optimal
measurement method for predicting the linking of words and
tags in future tweets [17]. Mahdi et al. studied link prediction
in a two-tier social network, using the same person’s connec-
tions on two social networks: Twitter (directed network) and
Foursquare (undirected network), and using the information
layer (Twitter and Foursquare) structure to predict links in
the Foursquare network [18]. These twomethods consider the
judgment and recognition of the social relationship between
people, and do not consider the prediction of the propagation
of unexpected events.

Above all, to improve the accuracy of bursty hot event
prediction on Twitter, a prediction method based on the plat-
form’s structure and content information is proposed.

(1) The first step is to identify suspected bursty hot event
(SE) on Twitter. First, the keywords of tweets in the current
time stamp are extracted and similar topics clustered based on
theweb ontology language(OWL), and then SE is captured by
monitoring the growth rate of topics. Finally, SE is placed in
the suspected bursty hot event list (SL).
(2) The second step is to predict the propagation path of SE

on the user relationship network. First, by analyzing users’
behavior and social relationships between them, the Twitter
registered user relationship network can be constructed to
predict the propagation path of SE . SEs are then labeled as
quasi-burst hot events (PE) and put into a quasi-burst hot
event list (L).The heat of PE (HEAT (PE)) in the next time
stamp can be predicted based on the propagation path, and
the PE with low HEAT (PE) can be sifted to update L.
(3) At the same time, the growth rate of SE in SL is

monitored and those events with decreasing or stable growth
rate in the current time stamp removed from SL.
Experimental results show that the proposed method is

effective and feasible. It can improve the accuracy of hot event
prediction effectively and provide a new idea for bursty hot
event prediction.

II. OVERALL SOLUTION
In order to solve the problem of bursty hot event prediction
on Twitter, a method based on OWL is proposed to identify

FIGURE 1. Overall solution of bursty hot event prediction.

and monitor suspected bursty hot events (IMSB). A method
is then proposed to predict bursty hot events based on a user
relationship network (PBUR). Compared with the traditional
prediction method, the proposed method features the fol-
lowing improvements. (1) When calculating the probability
of activation, it considers the influence of inactive nodes’
neighbors and mentions @ (calling grammar on Twitter);
furthermore, the intimacy between users and the degree of
users’ interest in information are introduced as influencing
factors at the same time. (2) The influence of the central
node is introduced as the influencing factor in the iterative
propagation. (3) When judging an individual’s propagation
behavior, the activation behavior of the active node relative
to the inactive node is regarded as an independent event, and
the event independence is used to calculate the re-tweeting
probability of the inactive node. The overall system solution
is shown in Figure 1:

III. OWL-BASED METHOD TO IDENTIFY AND MONITOR
SUSPECTED BURSTY HOT EVENTS
To identify and monitor suspected bursty hot events on Twit-
ter, extraction of the keywords of each tweet based on the
TF-IDF algorithm is first performed, and then the semantic
similarity between the two topics based on OWL are cal-
culated, thus obtaining the semantic similarity of different
topics of tweets, and similar topics are clustered based on a
similarity matrix. Finally, the growth rate of topics in a sliding
timestamp with timespan p is monitored. Events with growth
rates that exceed a certain threshold are marked as SE and
placed in the SL.

A. KEYWORD EXTRACTION BASED ON TF-IDF
Keywords of tweets based on the TF-IDF algorithm [19] are
extracted as follows.

(1) Calculate the frequency of a word TF [19]:

TF =
Ct
Cmax

, (1)

where Ct is the number of times the word t appears in tweets,
and Cmax is the number of times of those words that appear
most frequently in tweets.
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FIGURE 2. Domain ontology node diagram.

(2) Calculate the inverse document frequency IDF [19]:

IDF = log
N

Nt + 1
, (2)

where N is the total number of tweets in the Twitter corpus,
and Nt is the number of tweets including the word t .

(3) Calculate TF − IDF and extract keywords [16]:

TF − IDF = TF × IDF . (3)

Finally, TF − IDF is calculated for each word and sorted
in descending order. The Top− k words are selected, and the
nouns are put into the noun set ηn and the verbs into the verb
set ζn.

B. TOPIC CLUSTERING BASED ON OWL
Since different keywords may be used interchangeably in dif-
ferent contexts without changing the syntactic and semantic
structure of the text, similar topics were clustered based on
OWL. The topics on different tweets were labeled as Ti =
{ηi, ζi}.

where ηi =
〈
ni1, n

i
2, · · · n

i
s
〉
, ζi =

〈
vi1, v

i
2, · · · v

i
t
〉
; i =

1, 2 · · · , n; s+ t ≤ Top− k .
To calculate the semantic similarity between the two topics

T1 and T2, the semantic similarities between the noun sets and
verb sets of the two topics must be calculated first. Therefore,
the similarity between the keywords in the two sets were
calculated, the matching between the keywords realized, and
the semantic similarity between the words then recorded.

A word is treated as a node in domain ontology as shown
in Figure 2. Assuming that C(P1) is the number of upper
common nodes that nodeP1 traces back to the root node in the
domain ontology, C(P1) ∩ C(P2) can represent the semantic
overlap between P1 and P2. The number of edges that cross
by the shortest path connecting P1 and P2 represents the
semantic distance between P1 and P2, which is denoted
Dis(P1,P2).When the semantic distance is the same, the con-
ceptual semantic similarity of two words increases with the
summation of the two levels they belong to, and decrease with
the difference of the two levels. Therefore, in the calculation
of semantic similarity between words, the depth of concept
level is taken into account and the regulatory factor l set to
adjust it.

1) SEMANTIC SIMILARITY OF TOPICS
The semantic similarity between the two noun sets η1 and η2
for example, is calculated, and the calculation between the
verb sets is similar.

To obtain the similarity between the two subjects, the sim-
ilarity between the words of the same part of speech is first
calculated based on OWL, and then the similarity between
the sets is calculated. Finally, the semantic similarity between
subjects is calculated according to the matching logarithm
of words between sets. To make the result more intuitive,
the final similarity result is normalized. (1) Based on OWL,
the semantic similarity between the two nouns n11 and n21 is
calculated as

Sim′(n11, n
2
1) =

C(n11) ∩ C(n
2
1)

Dis(n11, n
2
1)× (l × |h1n1 − h

2
n1| + 1)

, (4)

where C(n11)∩C(n
2
1) is the semantic overlap between n11 and

n21,Dis(n
1
1, n

2
1) is the semantic distance between n11 and n

2
1, l is

a regulatory factor, and h1n1 and h
2
n1 are the conceptual depths

corresponding to n11 and n
2
1,respectively.

(2) The formula to adjust the semantic similarity according
to the level of the keywords is:

l =

(
level(n11)

level1
+
level(n21)

level2

)
/2 (5)

Sim′′(n11, n
2
1) = l × Sim′(n11, n

2
1), (6)

where level1 and level2 are the depths of η1 and η2, respec-
tively; and level(n11) and level(n

2
1) are the depths of n

1
1 and n

2
1,

respectively, in sets η1 and η2.
The sum of the maximum semantic similarity between the

nouns in sets η1 and η2 can then be calculated.∑
n1i ∈η1,n

2
j ∈η2

MaxSim(n
1
i ,n

2
j ), i, j = 1, 2 · · · n. (7)

After extracting the maximum semantic similarity in the
current set, the corresponding two words are removed from
the set.

The maximum semantic similarity between ζ1 and ζ2 can
be similarly calculated as∑

v1i ∈ζ1,v
2
j ∈ζ2

MaxSim(v
1
i ,v

2
j ), i, j = 1, 2 · · · n. (8)

The semantic similarity between subjects can be obtained
by multiplying the matching pairs of words between different
sets by the maximum semantic similarity set of the set, and
then adding and dividing by the total matching pairs:
Sim′(T1,T2)

=

C1 ×
∑

n1i ∈η1,n
2
j ∈η2

MaxSim(n
1
i ,n

2
j ) + C2 ×

∑Max
Sim(v1i ,v

2
j )

v1i ∈ζ1,v
2
j ∈ζ2

C1 + C2
,

(9)

where C1 and C2 are the matching pairs of nouns and verbs,
respectively.
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(3) Result normalization:

Sim(T1,T2) = 1− µSim
′(T1,T2)

0 . (10)

where µ0 is a normalized factor that is a positive real number
with a value greater than 1.

2) SIMILAR TOPICS CLUSTERING
The semantic similarity calculated in the preceding section
is stored in the similarity matrix SimArr ∈ Rn×n. n is the
number of topics to be matched, SimArr [i] [j] is the semantic
similarity between Ti and Tj, and it can be seen that SimArr
is a symmetric matrix, and the main diagonal element of the
matrix is set to 0.

Based on the similarity matrix, a bottom-up aggregation
method is used to cluster similar topics.

(1) Treat each topic to be assigned as a class cluster in
advance, and set the semantic similarity threshold α for clus-
tering.

(2) The semantic similarity of two class clusters is the max-
imum semantic similarity between the current class clusters,
and if its value is greater than α, then the two class clusters
are merged.

(3) The value of semantic similarity between the merged
clusters is defined as the mean value of semantic similarity
between the pre-merged clusters.

(4) Repeat (2) and (3) until all topics with semantic simi-
larity greater than a are clustered and the remaining topics are
grouped into separate topic domains.

C. MONITOR TOPIC GROWTH
After clustering all topics, the growth rate of all topics in the
topic domainwithin the current timestamp ismonitored. If the
monitoring topic is TD [i], statistics of the number of tweets
in each time stamp that can be classified as TD [i], i.e., Nk ,
are generated in the sliding window of the current time. The
growth rate of TD [i] per time stamp, e.g., from the jth to the
j+ 1th time stamp, is

Gj+1j (TD[i]) =
N j+1
TD[i] − N

j
TD[i]

N j
TD[i]

, (11)

where N j
TD[i] and N

j+1
TD[i] are the numbers of tweets that can be

classified as TD [i] in the jth time stamp and the j+ 1th time
stamp.

After a large number of statistics, it can be concluded
that the growth rate of similar topics in two consecutive
timestamps is maintained at [β1, β2], if the current timestamp
within Gj+1j (TD[i]) > ρ × β2, (ρ > 10), labels the event
corresponding to TD [i] as an SE and it can then be inserted
into the SL. In the next section the propagation path of SE is
further predicted.

D. ALGORITHM IMPLEMENTATION
See Algorithm 1.

Algorithm 1 OWL-Based Method to Identify and Monitor
Suspected Bursty Hot Events (IMSB).
input: Dataset of tweetsW
output: list of suspected bursty hot events SL
1: Add all tweets within current time stamp to dataset of
tweetsW
2: for (each tweet wi ∈ W )
3: Extract Top− k keywords based on TF-IDF algorithm
and put nouns in ηi, put verbs in ζi.
4: end for
5: for (ηi, i← 1 to n)
6: for (ηj, j← 1 to n)
7: if (i!=j) then
8: Compute semantic similarity between all nouns
in two setsMaxSim(n

i
s,n

j
t )

9: end if
10: end for
11: end for
12: Sum maximum semantic similarity in noun set∑

vis∈ζi,v
j
t∈ζj

MaxSim(v
i
s,v

j
t )

13: for (ζi, i← 1 to n)
14: for (ζj, j← 1to n)
15: if (i!=j) then
16: Compute semantic similarity between all verbs
in two setsMaxSim(v

i
s,v

j
t )

17: end if
18: end for
19: end for
20: Sum maximum semantic similarity in verb set∑

vis∈ζi,v
j
t∈ζj

MaxSim(v
i
s,v

j
t )

21: for (any two tweets wi,wj ∈ W )
22: Calculate semantic similarity of topics in tweet
Sim(Ti,Tj)
23: end for
24: Save topic semantic similarity in similarity matrix, and
set main diagonal element to 0, to obtain topic domain
TD [k]
25: while (in sliding timestamp with time span of p)
26: Monitor growth rate of topics in TD [k], mark an
event as SE for a topic whose growth rate exceeds the
threshold ρ × β2, and put it into SL.
27: end while
28: return SL

IV. METHOD TO PREDICT BURSTY HOT EVENTS BASED
ON USER RELATIONSHIP NETWORK (PBUR)
To predict PE , the user relationship network according to
data of user behavior and the social relationships among
users in Twitter are first constructed. The propagation path
of the SE captured in the preceding section is predicted, its
heat calculated, and L in descending order of heat finally
obtained.
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FIGURE 3. Twitter user relationship graph for bursty hot event prediction.

A. BUILDING USER RELATIONSHIP NETWORK
Based on the complex network [20], a Twitter user relation-
ship network is constructed as shown in Figure 3. Node A
is the original user that posted the tweet; that is, the central
node. If user B pays attention to user A, then there is a one-
way edge from B to A marked eB→A between the two nodes,
and the weight of eB→A, Wab, is the intimacy between users
A and B. The degree of exit and degree of entry of a node are
the amount of the users’ followees and followers.

When calculating the activation probability of an active
node to an inactive node, it is necessary to consider the
influence of the neighbor node of the inactive node, whether
@ is included, the intimacy of the two nodes to the users, and
the interest of the inactive node to the information.

The influence of a node is calculated as follows.
After much research, several main factors that impact the

influence of nodes are selected: degree of entry for a node
Deg, degree of node activity Act , and degree of a node to
the user’s past popularity of tweets Hot .Principal component
analysis is used to determine the weights of the factors p1,
p2, and p3. The influence of node A can be obtained by
multiplying each influence factor by its corresponding weight
and then adding them together.

I (A) = Deg(A)× p1 + Act(A)× p2 + Hot(A)× p3. (12)

Those nodes that have the most influence are those having
the most social impact on society. These nodes are calledHub
nodes. In the complex network, they play a key role in the
dissemination of news and opinions [21]–[24].

B. PROPAGATION PATH PREDICTION
The user information network constructed in the preceding
section is used to predict the path and trend of suspected hot
spots in Twitter.

Twitter users are online or offline. In propagation path
prediction, only the retweeting behavior of a current online
user is predicted, and the state of the user remains unchanged
in the prediction. Nodes with topics that are in the same
domain TD [k] are put into the same domain ND[k]. In the

Twitter user relationship network, the propagation paths of
events corresponding to different themes are predicted, and
the propagation paths between different themes do not affect
each other.

The activation probability of a node is calculated based on
a binary logistic regression model, and then the re-tweeting
behavior of users is predicted. The first forwarder-tweet case
and the iterative forwarder-tweet case are described below.

1) FIRST RE-TWEETING
From Figure 3, node A is the original publishing user, i.e.,
the central node, and the topic T1 = {η1, ζ1} ∈ TD[k]
to be predicted is taken as an example. The prediction of
an event’s propagation path in the user relationship network
must predict the re-tweeting behavior of non-active nodes,
i.e., the re-tweeting behavior of nodes B, C , D, E and F .
Taking node B as an example, the remaining nodes are the
same. Node B must satisfy the following conditions.
There is a directed edge eB→A from B to A between node

B and node A, B /∈ ND[1].
When considering the influence factors of a node activa-

tion probability, the intimacy degree between users and the
interest degree of users are introduced as the new influence
factors based on the traditional method. The factors are as
follows. Influence of node A: whether the tweet posted by
node A contains an @ to the node; that is whether node A
uses @ to call nodes B; the intimacy between nodes A and B;
and how interested node B is in the topic T1.

The probability that A will activate B is

PAB =
1

1+ e−λT x
, 0 ≤ PAB ≤ 1. (13)

where xT = {x1, x2, x3, x4}, x1 is the influence of node A,
x2 is the intimacy between nodes A and B, x3 is the node A
whether containing @ or not, and x4 is the interest of node B
to the topic T1; λT = {λ1, λ2, λ3, λ4}, λ1, λ2, λ3, λ4are the
weights of each component.

We treat the activation behaviors between nodes as inde-
pendent events that do not affect each other. In the case of
node B, the re-tweeting probability is affected by nodes A and
F , which can be expressed as

Pretweet (B) = 1− (1− PAB)(1− PFB). (14)

When Pretweet (B) is greater than or equal to 0.5, node B is
considered to re-tweet, and vice versa.

2) ITERATIVE RETWEETING
From (1), it is predicted that if a node re-transmits an original
tweet, then nodes G, H , I , and J all have the possibility of
re-tweeting behavior. Taking node G as an example below,
the remaining nodes are the same. Node G should satisfy the
following conditions.

There is a directed edge eG→B from G to B, G ∈ ND[1].
Because a tweet is retransmitted, users may be affected by

the influence of central nodes (such as celebrities and other
influential nodes). Therefore, when considering the situation
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of iterative re-tweeting, based on the four factors in the first
re-tweeting situation, the influence of the central node is
introduced as one of the factors that affects the activation
probability, and the overall factors are the following: the
central node A influence, the influence of node B, the degree
of intimacy between users B and G, whether or not node B
uses @ to connect node G; and node G’s interest in topic T1.
Furthermore, the re-tweeting behavior of node G is pre-

dicted using the binary logistic regression model.
Step (2) is repeated to predict all nodes in the network.

3) TRAINING
Since there is an error between the predicted and true values,
a difference function (cost function) is defined as

Cost(λ)

= −
1
n

[
n∑
i=1

yi log(Pretweet )+ (1− yi) log(1− Pretweet )

]
,

(15)

where Pretweet , yi is the training set, and n is the attention of
the predicted nodes.

To ensure the accuracy of the prediction is the minimum
of the difference function, the gradient descent parameter is
used to obtain the optimal parameter.

C. SPECULATING ON TOPIC POPULARITY
For theme Tk = {ηk , ζk}, if the number of nodes covered in
the current timestamp i is |V |i, then the heat of theme Tk is

HEAT (Tk )i =
|V |i

Vsum
,HEAT (Tk )i ∈ (0, 1), (16)

where Vsum is the number of all Twitter users in the current
time stamp.

The events are sorted in descending order of heat, and the
list of bursty hot events L is obtained.

D. ALGORITHM IMPLEMENTATION
See Algorithm 2.

V. EXPERIMENT
A. ACQUISITION OF DATASETS
To verify the validity and rationality of the algorithm pro-
posed in this paper, an experiment based on web crawler
technology and the Twitter API interface was conducted.
Recent tweets were collected as the training dataset to predict
bursty hot events. The dataset contained 90,753 tweets from
1.98 million Twitter users with 25 million followers. Each
tweet had approximately 70 re-tweets on average.

After obtaining the dataset, the data was pre-processed,
zombie users whose followers were below a certain threshold
filtered, and characters that interfered with the extraction of
the keywords, such as emojis, removed, and short tweets
filtered. The symbols used in the experiment are shown
in Table 1.

Algorithm 2Method to Predict Bursty Hot Events Based on
User Relationship Network (PBUR).
input: List of suspected bursty hot events SL, dataset of
Twitter user U
output: List of quasi-burst hot events L
1: Construct Twitter user relationship network based on U
2: for (every suspected bursty hot events SE ∈ SL)
3: Select central node
4: while (select followers of central node)
5: Predict the probability that central node activates its
followers
6: while (use breadth-first search algorithm to traverse
entire network)
7: if (current node has not been predicted)
8: Calculate activation probability of all its neighbor
nodes, and judge their re-tweeting behavior accordingly
9: if (re-tweet)
10: Continue to predict their followers
11: end if
12: if (not re-tweet)
13: break
14: end if
15: end if
16: end while
17: end while
18: Extrapolate heat of event corresponding to topic
19: end for
20: Sort events in descending order of heat and generate
quasi-burst hot event list L
21: return L

TABLE 1. Identifier symbols.

B. LABORATORY TOOLS AND ENVIRONMENT
The experimental environment comprised the Windows
10 operating system running on an Intel I5-7200u CPU with
16 Gb of memory. The experiment was realized on PyCharm
in the Python language.

C. INDICATORS OF EVALUATION
To solve the problem of data imbalance [25], the experimental
results were analyzed by establishing a confusionmatrix [26].
To facilitate the description of the problem, the confusion
matrix is shown in Table 2.

The evaluation index of the algorithm that was selected
includes recall rate (RR), precision rate (PR) and F−measure
[21] as follows.
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TABLE 2. Confusion matrix.

TABLE 3. Experimental parameters.

FIGURE 4. Comparison of runtime of the three methods.

(1) The recall rate is

RR =
TP

(TP+ FN )
. (17)

(2) The precision rate is

PR =
TP

(TP+ FP)
. (18)

(3) The F-measure is

F =
2× PR× RR
(PR+ RR)

. (19)

D. EXPERIMENTAL DESIGN
The EPA [4] and URB algorithms [27] were selected for
comparison with the proposed algorithm. The EPA, URB,
and PBUR algorithms were compared and analyzed in three
aspects: precision rate, recall rate, and F-measure. The exper-
imental parameters are shown in Table 3.

Analysis of time complexity:
The results of the runtime experiment are shown

in Figure 4. Generally speaking, the runtime of the PBUR
algorithm is almost the same as that of theURB algorithm, but
much less than that of the EPA algorithm. In particular, when
the number of tweets changed from 1000 to 9000, the three

FIGURE 5. Comparison of accuracy of the three methods studied.

algorithms’ runtimes increased slowly within a reasonable
range but the EPA algorithm took the longest.

Regarding the precision rate of prediction, the specific
experimental results are shown in Figure 5. Compared with
the EPA and URB algorithms, the precision rate of the
PBUR algorithm is greatly improved.When the ergodic depth
increases, the precision rate of the PBUR and EPA algo-
rithms increases, but the precision rate of the URB algorithm
fluctuates greatly because its re-tweeting probability greatly
depends on users’ historical behavior; when the semantic
similarity thresholdα increases, the precision rates of both the
EPA and URB algorithms fluctuate greatly, while that of the
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FIGURE 6. Comparison of recall of the three methods studied.

PBUR algorithm remains relatively stable and its precision
rate is always higher than that of the other two algorithms.
When the number of tweets increases, the precision rate of
all three algorithms decreases to some extent, but that of the
PBUR algorithm remains relatively stable.

Regarding the recall rate of prediction, the specific exper-
imental results are shown in Figure 6. The recall rate of the
PBUR algorithm is always superior to those of the EPA and
URB algorithms. The ergodic depth has little influence on
the PBUR and EPA algorithms, and the recall rate of the
URB algorithm varies greatly. When the semantic similarity
threshold α is increased, the recall rates of the PBUR and EPA
algorithms both increase slightly.

FIGURE 7. Comparison of F-measures of the three methods studied.

Regarding the F-measure of prediction, the experimen-
tal results are shown in Figure 7. When the ergodic depth
increases, the F-measure of the PBUR algorithm is always
superior to that of the EPA and URB algorithms; when
the semantic similarity threshold α increases, the F-measure
of the PBUR algorithm is stable but the F-measures of both
the EPA and URB algorithms are in an unstable state; when
the number of tweets increases, the F-measure of the PBUR
algorithm changes slightly, but it is always better than that of
the EPA and URB algorithms.

It is not difficult to acknowledge the following from the
above experimental results.

(1) In three aspects, the PBUR algorithm is always better
than the EPA and URB algorithms.
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(2) When the number of tweets increases, the precision
rate, recall rate, and F-measure all remain relatively stable.

(3) When the ergodic depth increases, the EPA algorithm
fluctuates greatly because the re-tweeting probability of it
greatly depends on users’ historical behavior.

(4) The fluctuation of the semantic similarity threshold α
has a great impact on both the EPA and URB algorithms.

In summary, it can be seen that the proposed method has
the value of practical application and can effectively solve the
problem of inaccurate prediction caused by lack of consider-
ing user information.

VI. CONCLUSION
In this paper, prediction of bursty hot events in the Twitter
environment were studied and various factors considered,
such as the degree of intimacy between users, the degree of
users’ interest in information, and the influence of the central
node on information dissemination.

The method proposed solves the problem of low forecast-
ing efficiency caused by the lack of consideration of factors
in previous research. The experimental results show that the
proposed method is effective and feasible, and it provides a
new idea for the prediction of bursty hot events in the Twitter
environment.

Planned future research will focus on the following two
areas.

(1) Combining the neural network in deep learning to
extract the sequence information and block information in
tweets, and then constructing the model for each word in
order to obtain the keywords and suspected bursty hot events.

(2) Consideration of other influencing factors of informa-
tion transmission and train the model to improve its effi-
ciency.
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