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ABSTRACT With the number of smart contracts growing rapidly, retrieving the relevant smart contracts
quickly and accurately has become an important issue. A key step for recognizing the related smart contracts
is able to classify them accurately. Different from traditional text, the smart contract is composed of several
parts: source code, code comments and other useful information like account information. How tomake good
use of those different kinds of features for effective classification is a problem need to be solved. Inspired
by this, we proposed a smart contract classification approach based on Bi-LSTMmodel and Gaussian LDA,
which can use a variety of information as inputs of themodel, including source code, comments, tags, account
and other content information. Bi-LSTM is utilized to capture grammar rules and context information in
source code, while Gaussian LDA model is employed to generate comments feature where the semantics
of the comments are enriched by embeddings. We also use attention mechanism to focus on the more
relevant features in smart contracts for tags and fuse account information to provide additional information
for classification. The experimental results show that the classification performance of the proposed model
is superior to other baseline models.

INDEX TERMS Smart contract classification, Bi-LSTM, attention mechanism, Gaussian LDA, account
information.

I. INTRODUCTION
Blockchain technology has exhibited exciting prospects in
games, lottery, medical service, finance and other aspects.
The typical blockchain technology like Bitcoin implements
a stack-based programming language for applications such
as verifying public keys and signatures. However, Bitcoin’s
programming language has defects including Turing com-
pletion, blockchain data missing, state missing, and client
incompatibility [1].

In this context, platforms such as Ethereum have devel-
oped a programming language Solidity to solve the Turing
completion problem. Users can use Solidity to write specific
smart contracts. Smart contract is defined as an event-driven,
stateful program that runs on a replicated, shared ledger
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and is able to hold assets on the ledger [2]. Compared with
traditional financial contracts, smart contracts have lower
legal overhead and transaction overhead, and are convenient
for users to use [3]. Smart contracts have been success-
fully implemented on many blockchain platforms such as
Ethereum, Fabric and Corda [4]. In this paper, we focus on
the smart contract of Ethereum.

Alongside the continuous development and application
of blockchain technology, the number of smart contracts
deployed on the blockchain platform has grown exponen-
tially [5]. There are more than 200 smart contract applications
on the Ethereum platform, and the average number of smart
contracts released per month is close to 100,000 [6]. For
users, how to quickly and accurately retrieve the right applica-
tion service in a large number of smart contract applications is
an important issue that needs to be solved. The classification
of smart contracts is a means to effectively improve the
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FIGURE 1. The composition of the smart contract.

search of smart contracts [1]. Therefore, it is necessary to
design an effective classification model to realize effective
classification of smart contracts.

However, to achieve effective classification of smart con-
tracts, the following problems are mainly confronted with:
1) As shown in Fig. 1, a smart contract contains source

code and comments. The grammar rules and context
information in the source code need to be captured, and
comments contain semantic information, but they are
short and lack of statistical information.

2) Smart contracts are distinguished from traditional text.
Traditional text feature representation ignores gram-
matical rules and contextual behavior information in
the source code [7].

FIGURE 2. Account information.

3) As shown in Fig. 2, each smart contract corresponds
to one account, and the account information contains
relevant information. If only the source code, com-
ments and tags are used during the establishment of
the classification model, some important information

of the smart contract will be lost, which will affect the
classification effect [7].

4) As shown in Fig. 3, the smart contract dataset contains
tags. How to use tag information to improve the classi-
fication effect is a challenge.

For problem 1, LSTM can capture long-term memory of
the input and can be used to discover the internal structure
and dependencies. In addition, LSTM can handle inputs of
different lengths very well. The sentence representation gen-
erated by LSTM captures the dependency structure between
sentences and the similarity between words, so it can better
represent the semantics of sentences.

RNN based models such as GRU or MinimalRNN have
fewer parameters and are easier to achieve convergence.
When the amount of data is small, LSTM and GRU have
almost the same effect. But for our dataset, the amount of
data is large. At this time, LSTM has more parameters and it
can achieve better performance.

RNN based algorithms such as LSTM-RNN can capture
long-term dependencies well, and can selectively memorize
or forget some unimportant information through training.
But it cannot capture the semantic information from back to
front, which will have a greater impact on the accuracy of
classification.

Shi et al. [8] proposed a service recommendation approach
based on text expansion and deep model. They first used a
probabilistic topic model to expand services’ description at
sentence level. The model learns words’ topics, sentences
and descriptions in a stratified fashion. Then they proposed
a LSTM-based model with two attention mechanisms to
recommend services. One of the attention mechanisms can
take tags as functional prior to get function-related features
of services and Mashups. The other one considers Mashup
requirements as application scenario to find best services.
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FIGURE 3. Smart contract tags.

Besides, Cao et al. [9] used Bi-LSTM to learn the fea-
ture representations of Web services. After training the web
service documents to get topic vectors, they used the topic
attention strengthening processing for service feature repre-
sentations and obtained the weight of the words in document.
Finally, they input the service feature representations into
neural network to predict the category of web services.

Therefore, we use Bi-LSTM to obtain the association
between context information and non-continuous words in
smart contracts for capturing semantic dependence.

For problem 2, there exist many approaches to enrich
semantic representation of short text by transmitting external
information. For instance, A transfer learning method is pro-
posed by Jin et al. [10], which clusters short texts with auxil-
iary long texts. A short text clustering method based on world
knowledge is proposed by Hu et al. [11]. Above works gen-
erally enrich the representation of service descriptions based
on an implicit assumption that the auxiliary information and
object text are semantically related. However, the assumption
is not realistic as it is difficult to find such auxiliary infor-
mation in real text. Besides, Many of the service discovery
methods (such as LDA, LSA, etc) involved in traditional
information retrieval (IR) models usually use vector spaces
as feature representations. These methods may suffer from
dimensionality curse due to the sparse representation of short
text [12], [13].

To address this problem, we use an integrated word embed-
ding and Gaussian LDA (GLDA) model to improve the per-
formance of comments modeling [14]. The semantic features
of words in text can be obtained by word embedding tech-
nology. Words with similar semantic and syntactic proper-
ties are often close in embedded vector spaces [15]. Thus,
this characteristic allows for efficient modeling of contex-
tual information such as word co-occurrence patterns that
are used to enrich the semantics of comments in a smart
contract. GLDA is a high-level topic model, which regards
the input document as a set of embedded representations, and
regards the learning topic as a multiple Gaussian distribution
in the embedded space [16]. Therefore, using GLDA model,
we can effectively model comment representation as topic
representation.

For problem 3, we extract features of account and content
information. Putting them into the model to improve the
classification effect.

For problem 4, we use attention mechanism to focus smart
contracts on tag information. Tang et al. [17] use an atten-
tion based LSTM network, where the attention mechanism
enables the model to focus on key parts of the sentence that
modulate the sentiment of the aspects. Hazarika et al. [18]
input aspect information into the attentional process by con-
catenating the previous word with the aspect representation.
Finally, we propose amechanism of attention, we concatenate
word embeddings and tag information into the attention pro-
cess. Also, this allows the attention mechanism to focus on
the relevant word in smart contracts for tags. Using attention
mechanism to capture the key parts and give them higher
weights in contracts.

We combine the above four methods to propose a new
model based approach, called SCC-BiLSTM(Bi-LSTM for
Smart Contract Classification).

In this paper, the main contributions as follows:

1) Comments are pre-trained into embeddings and rep-
resented as classification features by Gaussian LDA
which utilizes embeddings to enrich the semantics of
comments.

2) The contract account information that contain relevant
contract address, balance, related transactions, data
storage and other information is extracted and added
into the model for classification.

3) Using Bi-LSTM with attention mechanism to obtain
the association between context information and
non-continuous words in smart contracts.

4) We compare our proposed model with other baseline
methods through experiments, the proposed model has
better performance than other baseline methods in Pre-
cision,Recall and F-score

II. RELATED WORK
A. SMART CONTRACT CLASSIFICATION MODEL
At present, there are few relevant research works on smart
contract classification. Huang et al. proposed a method
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that incorporates smart contract and account information.
This method first obtains global vector representation using
LSTM, whose inputs are word embeddings trained by smart
contracts. Then, the generated global vector representation
and account information are inputted into a feedforward neu-
ral network to obtain classification results [1].

To obtain the maximized feature information of the smart
contract, Wu et al. employed a Bi-LSTM network to model
the smart contract source code and account information
simultaneously. In the feature learning process, the attention
mechanism is used from the word level and the sentence level
respectively, focusing on capturing words and sentences that
are important for the classification of smart contracts. Finally,
connect contract features and account features to generate the
document-level feature representation of the smart contract,
and finally get the classification result with the Softmax
layer [7].

Gao designed a smart contract automatic classification
system based on blockchain technology. According to the
six-layer structure of the system, the weights of the term
items in the smart contract are normalized, and the feature
extraction method is used to filter out the contract terms with
poor performance in the smart contract, and the representative
feature terms in the contract are selected. Then calculate the
similarity of the smart contract, automatically identify the
smart contract type according to the content of the smart
contract, and complete the intelligent contract automatic clas-
sification system [19].

Luu et al. discussed three kinds of security bugs:
Transaction-Ordering Dependence, Timestamp Dependence,
Mishandled Exceptions. They used a symbolic execution tool
which analyses current Ethereum smart contracts to detect
bugs [5]. And in [20], Omohundro et al. analyzed the rela-
tionships of smart contracts and study the smart contract
clustering issues.

B. ETHEREUM ACCOUNT INFORMATION
However, there are two types of accounts on the Ethereum
platform: externally owned accounts and contract accounts.
Both accounts can be used to check balances, send trans-
actions, etc. Nevertheless, the account is generated after
creating the smart contract and controlled by it. Account
information including Nonce, Banlance, etc. is associated
with smart contract [21].

C. TRADITIONAL TEXT CLASSIFICATION METHODS
Traditional text classification mainly uses methods based
on machine learning [22] and deep learning methods. The
text classification method based on dictionary or machine
learningmainly extracts, generates and constructs feature sets
from texts in combination with prior knowledge, and then
uses the feature information as input data to train a classifier
for text classification. Text classification methods based on
neural networks mainly use LSTM to classify texts [23].
But smart contracts are distinguished from traditional text.
A smart contract contains source code and code comments

which both contain semantic information. But the comments
are short and have a problem of semantic sparsity.

D. SEMANTIC ENHANCEMENT METHODS
Therefore, the integration of external information has been
widely used to enrich the semantic representation of short
texts. For example, Hu et al. [11] obtained improved short
text clustering results obtained by world knowledge. Through
transferring knowledge from auxiliary long text, Jin et al. [10]
developed a short text clustering method based on transfer
learning. These methods can partially alleviate the problem
of semantic sparsity.

LDA [24] is a generative topic model that represents the
hidden structure of a document collection. It is assumed that
each document has a topic distribution in the corpus in LDA,
the discrete topic distribution in corpus is extracted from the
symmetrical Dirichlet distribution.

And [25] proposed Gaussian LDA (GLDA) model which
is different from the LDAmodel. GLDA canmodel the words
in a document as embedded word sequences. In GLDA [25],
the words of input are converted to continuous vectors. There-
fore, each generated topic can be represented as amultivariate
Gaussian distribution. By analyzing the semantic similarity
of embedded word vectors, it is proved that gaussian param-
eterization is reasonable [25]. This can help merge word
embedded sets, effectively improving the performance of
topic modeling. Thus, we use GLDA instead of LDA to take
advantage of word embedding and probability model.

E. ATTENTION MECHANISM
Attention mechanism is an integral part of compelling
sequence modeling and transduction models in various tasks,
allowing modeling of dependencies without regard to their
distance in the input or output sequences.An attention func-
tion can be described as mapping a query and a set of
key-value pairs to an output, where the query, keys, values,
and output are all vectors. The output is computed as a
weighted sum of the values, where the weight assigned to
each value is computed by a compatibility function of the
query with the corresponding key [26].

Attention mechanism has been widely applied to and
attained significant improvement in various tasks in natural
language processing, including sentiment classification, text
summarization, etc. Attention mechanism can guide atten-
tion to the correct location using latent clues within the
context [27].

As for tags, tags can provide meaningful object descrip-
tions and allow users to organize and index their con-
tents. Tagging data have been proven useful in many fields,
such as information retrieval(IR), data mining, etc [28].
An approach proposed by Zhou et al. to polarity classification
based on sentiment tags. By building Sentiment-Topic model,
to extract the sentiment tags of the text. The experimental
results prove that sentiment tags have the effect of improving
classification accuracy [29].
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FIGURE 4. Training source codes and comments of smart contracts into word embedding.

FIGURE 5. The Process of GLDA Modeling.

III. FRAMEWORK
In this section, the framework of our approach is proposed
first in section III-A. Then, comments representation using
GLDA are described in Section III-B. In Section III-C,
the attention mechanism is utilized to focus on relevant seg-
ments in the smart contract with respect to the tags.

A. FRAMEWORK
The proposed smart contract classification model consists of
three main steps: data preprocessing, GLDA modeling and
model training.

1) DATA PREPROCESSING
The data crawled on the State of the Dapps1 website contains
tags, but the data crawled on the Ethernum2 website do not
involve tag information. So we need to tag recommendation
for these smart contracts without tags. We first summarize
all the tags in the same class of smart contract crawled on
the State of the DAPPS as original tags, and use TF-IDF
to calculate the frequency of these tags in each smart con-
tract of the same class that does not contain tags, and select
4-6 tagswith the highest frequency as smart contracts original
tags without tags. Then using tag-co-occurrence to generate
candidate tags based on original tags [28], and obtaining the
recommended tags by using some tag ranking strategies [30].
Finally, we take the original tag and the tag generated through
tag recommendation as the tags of a smart contract.

The account information we selected includes: smart con-
tract balance, smart contract Ether value, transaction fee,

1https://www.stateofthedapps.com/
2https://etherscan.io/

timestamp, block number, number of smart contract trans-
actions and status. In addition, we also extract content
information from smart contracts. The content information
include: the length of the smart contract, the number of lines,
the contract name, and the frequency of the grammar words
(e.g., ‘‘function’’ or ‘‘public’’).

As shown in Fig. 4, for each smart contract, we first
split camel-cases variables into multiple words. For exam-
ple, the variable named ‘‘receiveApproval’’ is divided into
‘‘receive’’ and ‘‘Approval’’. Then after stemming words and
deleting stop words, we use Word2Vec3 to train smart con-
tracts into word embeddings S ∈ R128∗n.

2) GLDA MODELING
We extract comments starting with ‘‘/*’’ and ending with
‘‘* /’’ or starting with ‘‘//’’ and ending with line break ‘‘\n’’
from the smart contract. As shown in Fig. 5, after stemming
words and removing stop words, these comments are used as
input to the Word2Vec model and are trained to get the word
embedding, we call it comment embedding. Alternatively,
pre-trained word embedding set, such as trained word embed-
ding set using general large scale corpus (i.e.Wikipedia4) can
also be introduced directly. Once the comment embedded set
is obtained, the words in the comment can be mapped to the
embedded representation and further used as input to GLDA.
What GLDA do is to model each word in comments as the
topic representation through latent factors.

3https://code.google.com/archive/p/word2vec/
4https://dumps.wikimedia.org/enwiki/latest/enwiki-latest-

pagesarticles.xml.bz2
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FIGURE 6. The Framework of Smart Contract Classification.

3) MODEL TRAINING
As shown in Fig. 6, we combine word embeddings, tags, topic
representations, account and content information as input of
our model which outputs classification result by Softmax
classifier. The final output is the class of the smart contract
and its corresponding probability. The loss function is shown
in Equation 1

Loss = −
1
N

N∑
i=1

Z∑
j=1

yi,jlogpi,j (1)

where N is the size of train set and Z is the number of
categories. yi,j represents the j-th element in the i-th label’s
one-hot vector(e.g.,0 or 1). pi,j denotes the probability asso-
ciated with the category j.

B. GLDA
The reason we use GLDA instead of RNN is to enhance the
semantics of comments in contracts.The comments of smart
contracts are short and lack of statistical information which
lead to poor recall.To address this issue, external information
is introduced to enhance the semantic of comments. The pro-
posed approach uses GLDA, which integrates word embed-
ding seamlessly.The word embeddings have been shown to
capture lexico-semantic regularities in language,which are
external information for semantic sparsity.

In addition, GLDA model can also encode a prior prefer-
ence for semantically coherent topics since Gaussian distribu-
tions capture a notion of centrality in space and semantically
related words are localized in space [25].

Using the GLDA model, all comments in the same con-
tracts can be represented as random mixes of potential
topics, and from the Dirichlet Prior to extract its propor-
tion. The process through GLDA to get topic representa-
tions of all comments in same smart contracts is shown
in Fig. 7. And the GLDA generation process of contracts is as
follow:

FIGURE 7. Graphical Model of GLDA.

1) for topic k = 1 to K
(a) Draw topic covariance

∑
k ∼ W−1(ψ, v)

(b) Draw topic mean µk ∼ Normal(µ, 1k6k )
2) for each c contract in contract C

(a) Draw topic covariance θc ∼ Dir(α)
(b) for each word index i from 1 to Nc

[i] Draw a topic z(c,i) ∼ Multinomial(θc)
[ii]Draw a embedding v(c,i) with a probability

v(c,i)
z(c,i)

, u1..K ,
∑

1..K ∼ Normal(µz(c,i) ,
∑

z(c,i) )

where k is denoted as a multivariate Gaussian with mean uk
and covariance

∑
k , c denotes each contract,Dir(α) is the

Dirichlet distribution with parameter α. As shown in Fig. 8,
a hierarchical representation model for smart contracts is
constructed after using GLDA. An embedding e for each
wordw in a smart contract c is associated with a topic z. Based
on above two distributions, two layers the Contract-Topic and
the Topic-Embedding are generated as work [24].

After training with the Word2vec model, each word
w(e.g.,‘‘game’’ and ‘‘code’’) is represented as a vector of a
fixed length. For instance, the word ‘‘player’’ can be repre-
sented as a vector with a size of 128-[0.28 -0.32 -0.16. . . -
0.07]. Prior to the use of GLDA, each word in contracts
could be represented by a vector of Word2Vec training.
Therefore, the whole contract corpus can be mapped to a
matrix of 128 dimensions. Secondly, as the input of GLDA,
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FIGURE 8. GLDA based Hierarchical Modeling for contract comments.

the matrix representing the whole contract corpus obtains two
distributions, including: topic distribution and topic embed-
ding distribution. Contract topic distribution is originated
from the parameter θ (θ ∈ |contracts| ∗ |topics|) as a tradi-
tional LDA model.

To infer the posterior distribution of topics in the contract
and the topic assignment of each word, we derive a folded
Gibbs sampler to resample the distribution or assignment
iteratively until their state converges. The updating rules of
iteration are shown in Equation 2

p(z(c,i) = k|z−(c,i),Vc, ζ, α) ∝ (n(k,c) + αk )

∗ tνk−M+1(v(c,i)|µk ,
κk + 1
κk

6k ) (2)

where z−(c,i) denotes the presently assigned topic for each
embedding, excluding a contract which is at the i−th place of
contract text setC .Vc denotes the embedding vector sequence
for contract set C .v(c,i) denotes a vector sequence in a con-
tract c at position i.α denotes Dirichlet prior. M denotes the
length of individual word embedding vector. A tuple ζ =
(µ, κ,

∑
, v) denotes the parameters of the prior distribution.

In a M-dimensional space, each topic k is characterized
as a multivariate Gaussian distribution with mean µk and
covariance 6k . The t-distribution with freedom degree ν,
parameters µ,and parameters 6 are expressed as tν(v|µ,

∑
).

Note that the front unit of Equation 1 denotes the probabil-
ity that the topic k would be assigned to the contract c. The
unit and the LDAmodel are similar, which means the process
of generating topics from the Contract-Topic distribution is
similar. When running the GLDA, will use this unit to build
the first layer.

During Gibbs sampling process when the assignment prob-
ability of topic k to v(c,i) are computing. After obtaining
the parameters, above discussed topic embedding distribution
can be simply conducted. The generating process was done as
the work in [24].

C. ATTENTION MECHANISM
Using attention mechanism, it enables the attention mech-
anism to focus on relevant segments in the smart contract

with respect to the tags. First, we convert the tag in each
smart contract into a serialized vector τ ∈ R10∗1 and input it
into the Embedding layer to get the tag embedding, then use
max-pooling to convert it into a tag vector τ ′ ∈ R32∗1. Then
we concatenate τ ′ with each word vector in word embedding
S to get matrix H ∈ R160∗n. Attention mechanism is applied
onH to get an attention matrix A ∈ R160∗n. The overall atten-
tion mechanism to generate A is summarized as Equation 3,4

H ′ = tanh(w ∗ H + b) (3)

m = softmax(βT ∗ H ′) (4)

where w ∈ R160∗160,b ∈ R160∗1, and β ∈ R160∗1 are
projection parameters to be learned during training. Finally,
we multiply each element of m with each column of H to get
matrix A.

IV. EXPERIMENTS
In this section, we first introduce experimental set-
tings including the experimental platform and dataset in
section IV-A. Then, the evaluation metrics is introduced in
section IV-B. In section IV-C, we introduce the parameter
settings in the proposed model and compare the proposed
model with other baseline methods. Finally, in section IV-D,
we analyze the experimental results to prove the performance
of the proposed model.

A. EXPERIMENTAL SETUP
We experiment on a 3.9 GHz Intel i7 8750H CPU and 16 GB
RAMcomputer. Python tool named keras is used onWindows
10 to train the model. As for GLDA, because of the authors
of [25] have already implemented a GLDA model of Java,
so we directly use the Java implementation in github5 to
obtain topic representations and save them as files. Then we
use Python to read these files and build the smart contract
classification model. Finally, we input the obtained topic
representations combine with word embeddings, tag vectors,
account and content information into the model implemented
by Python and train the model.
More than 25,000 smart contract data are crawled on

Ethernum and State of the Dapps website. After removing
the duplicate data, we delete the data that the transaction is
inactive and compiled incorrectly.
Finally, 15213 smart contracts remain. According to the

classification of smart contracts by Mohanta et al. [6] and
Wu et al. [7], we manually divide these smart contracts into
Entertainment, Tools, Management, Finance, Lottery, Inter-
net of Things(IOT), and Others seven categories. The number
of smart contract for each category is shown in Table 1.

B. EVALUATION METRICS
Precision, Recall and F-score are employed as the evaluation
metrics in this paper to measure the overall classification

5https://github.com/rajarshd/Gaussian LDA
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TABLE 1. The number of smart contract for each category.

performance [31]. They are defined as Equation 5,6,7.

Precision =
TP

TP+ FP
(5)

Recall =
TP

TP+ FN
(6)

F − score =
2 ∗ Precision ∗ Recall
Precision+ Recall

(7)

where, the TP indicates the number of positive smart contracts
in the test set that are classified as positive. FP indicates
the number of negative smart contracts that are classified
as positive;FN indicates the number of positives that are
negative.

C. PERFORMANCE COMPARISON
We select 60% of our dataset as train set, 20% as validation
set and 20% as test set. The train set is the samples used
for model training. The validation set is used to verify the
parameters(e.g.,learning rate or epoch) of themodel andmon-
itor whether the model has overfitted. The test set is used to
verify the final performance and the generalization ability of
the model.

To figure out the parameters in the model, we use Grid
Search with Cross Validation method, which is encapsulated
in a Python tool named sklearn. We train the best parameters
by using sklearn. The parameters in the proposed model are
shown in Table 2.

TABLE 2. The parameters in the proposed model.

In order to prove the performance of the proposed model,
we compare the proposedmodel with other baseline methods.
These methods are as follows:

1) Bi-LSTM: In this method, source code and comments
of smart contracts are trained into word embeddings by
Word2Vec. The obtained word embeddings are com-
bined with account and content information as input of
Bi-LSTM. The neural unit is set to 128 in one direction.

2) TF-IDF+Bi-LSTM: In this method, comments of each
contract are first represented by the TF-IDF algorithm.
Then, the obtained word embeddings, account and
content information, obtained topic representations are
inputted into Bi-LSTM.

3) GLDA+Bi-LSTM: In this method, GLDA is first
used to get topic representations of comments. Then
obtained topic representations are combined with
account and content information as input of Bi-LSTM.

4) CNN-BiLSTM: In this method, word embeddings,
account and content information are employed as the
input of Bi-LSTM, and tag vectors as the input of CNN
respectively. Then, the results of CNN and BiLSTM are
connected together, and output the classification results
through a feedforward neural network and Softmax.
The window size is set to 3 and the filter is set to 32.

5) GLDA+CNN-BiLSTM: In this method, word embed-
dings, topic representations obtained by GLDA,
account and content information are additionally as
input of Bi-LSTM, and tag vectors as the input of CNN
respectively. Then, the results of CNN and BiLSTM are
connected together, and output the classification results
through a feedforward neural network and Softmax.

6) ATT-BiLSTM [32]:In thismethod, firstly, word embed-
dings are inputted into Bi-LSTM. Then, combining
Bi-LSTM hidden layer with related word vectors, and
generate final representation by the function of atten-
tion mechanism.

D. EXPERIMENTAL RESULTS AND ANALYSIS
1) VALIDATION OF EMBEDDING
As discussed above, the performance of smart contract clas-
sification can be improved by changing the Bag of Words
model to a continuous embedded space to reflect more
semantic knowledge. Fig. 9 shows the F-score performance
of the proposed model with different dimensional word
embedding trained by Word2Vec model using different cor-
pus SAWSDL-TC3(TC3)6 and Wikipedia.

FIGURE 9. The performance of using different corpus.

As shown in Fig. 9, the proposed model using TC3 has
better F-score performance than usingWikipedia. A possible
explanation for this might be that some words extracted from
comments do not appear enough times in the Wikipedia

6http://www.semwebcentral.org/projects/sawsdl-tc
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corpus to be removed during training embedding, despite
their usefulness [16]. Moreover, the proposed model has
better F-score when the word embedding dimension is 128.

2) VALIDATION OF NUMBER OF TOPICS K
We conduct experiments on the effect of the number of topics.
However, since no clear standard is provided for setting the
number of topics, we experiment on the topic K of different
numbers, used to the log-likelihood results of GLDA model
for evaluation. Experimental procedures follow [33]. For all
values of K , we run the GLDA model until the output of
convergence. In that case, the log-likelihood values will even-
tually converge after hundreds of iterations.

The experiments are conducted under different values of
K ∈ [50, 150]. The step length is set to 10, and the
iteration number is set to 300. For the number of topics
K for each candidate value, we conduct a set of indepen-
dent experiments. Fig. 10 shows the performance of log-
likelihood. Log-likelihood value increases when K changes
from 50 to 110, and decreases from 110 to 150. When K
is equal to 110, we obtain the best log-likelihood. Thus,
experimental results show that the number of topics is set
to 110.

FIGURE 10. The performance of different number of topics.

3) THE PERFORMANCE OF DIFFERENT SEMANTICS
ENHANCING APPROACHES
As shown in Fig. 11, In the absence of semantic enhance-
ment of comments, the F-score of using only Bi-LSTM
is lower. If use TF-IDF or GLDA to semantically enhance
comments,F-score will increase by 0.016 and 0.027 respec-
tively.Experimental result shows that using GLDA or TF-IDF
to enhance comments semantics can improve the model
effect. However,using GLDA has better performance than
TF-IDF.

4) THE PERFORMANCE OF DIFFERENT TAG
USAGE APPROACHES
As shown in Fig. 12, Adding tag information but not adding
attention mechanism, the F-score of CNN-LSTM can reach

FIGURE 11. The performance of different semantics enhancing
approaches.

FIGURE 12. The performance of different tag usage approaches.

0.883, compared to Bi-LSTM increased by 0.019. This proves
that using tags can improve the performance of model. How-
ever, the F-score of ATT-BiLSTM with attention mechanism
is 0.905, which is higher than using tags alone. This proves
that using attention mechanism can capture the key parts and
give them higher weights in smart contracts, which has better
performance than the methods only using tags.

5) SENSITIVITY EXPERIMENTS
In order to figure out the components such as word embed-
ding, tag embedding, topic representation, account and con-
tent information which one is more important to the perfor-
mance. We remove each component that make up the input
of SCC-BiLSTM and determine which part is important to
the performance.As shown in Fig. 13. SCC-BiLSTM has the
lowest F-score without word embeddings, followed by lack
of tag embeddings. After that we remove account and content
information. Finally we remove topic representations.

This shows that word embedding is most important
to the performance. Tag embedding, account and content
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FIGURE 13. The result of sensitivity experiments.

information also have good effect on the performance of
the proposed model. Besides, the experimental results prove
that although topic representation is not the most important
component for model performance, it still can improve the
model effect.

Finally,Table 3 shows the experimental results for differ-
ent methods. The classification result of each method were
evaluated using Precision, Recall, and F-score.

TABLE 3. The performance of different methods.

Our proposed model which combines GLDA, attention
mechanism and account information has better performance
than the others, which illustrate the performance of the pro-
posed method.

V. CONCLUSION
In this article, we take smart contracts in Ethereum platform
as example. To address the effective classification of smart
contracts, we propose a Bi-LSTM model based approach
called SCC-BiLSTM. According to the characteristics of
smart contracts and the programming language Solidity,
GLDA and attention mechanism are used to improve the per-
formance of the model. GLDA is used to solve the problem of

sparse semantics of comments in contracts. And the attention
mechanism can make full use of tags. Besides, combining the
account and content information can effectively improve the
classification effect.

Experimental results demonstrate that the proposed
approach achieves superior effectiveness on smart contract
classification, which demonstrates the feasibility of the pro-
posed model.

In the future, we would like to dig deeper into the char-
acteristics of the programming language Solidity to discover
the useful characteristics as many as possible, and use the
characteristics of smart contracts to extract more content
information and semantic features. We also will seek better
attention mechanisms to make better use of tags to improve
the smart contract classification effect.
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