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ABSTRACT Recently, robust principal component analysis (RPCA) has been widely used in the detection
of moving objects. However, this method fails to effectively utilize the low-rank prior information of the
background and the spatiotemporal continuity prior of the moving object, and the target extraction effect is
often poor when dealing with large-scale complex scenes. To solve the above problems, a new non-convex
rank approximate RPCA model based on segmentation constraint is proposed. Firstly, the model adopts
the low-rank sparse decomposition method to divide the original video sequence into three parts: low-rank
background, moving foreground and sparse noise. Then, a new non-convex function is proposed to better
constrain the low-rank characteristic of the video background. Finally, based on the spatiotemporal continuity
of the foreground object, the video is segmented by the super-pixel segmentation technology, so as to realize
the constraint of the motion foreground region. The augmented Lagrange multiplier method is used to solve
the model. Experimental results show that the proposed model can effectively improve the accuracy of
moving object detection, and has better visual effect of foreground object detection than existed methods.

INDEX TERMS Moving object detection, robust principal component analysis, non-convex rank
approximation, video segmentation.

I. INTRODUCTION
As a hot spot in computer vision research, moving object
detection has a wide range of practical applications in video
surveillance [1], military investigation [2], medical image
processing [3] and many other fields. The main purpose of
moving object detection is to extract the moving object from
the video image and obtain the feature information of the
moving object, such as color, shape, contour and so on, which
lays the foundation for the follow-up work of target tracking,
recognition and classification. However, due to the back-
ground noise, illumination change, shadow and other factors
in the scene, most current algorithms can not effectively deal
with themoving object detection in real complex background.
Therefore, it is necessary to study more effective methods to
detect the moving objects in complex background.

Robust principal component analysis (RPCA) [4] is one
of the most important methods for moving object detection.

The associate editor coordinating the review of this manuscript and

approving it for publication was Long Wang .

Compared with the traditional methods, RPCA has some
obvious advantages in detection accuracy and robustness. For
example, RPCA model can separate the background and the
moving object at the same time. Besides, it can separate
the background and the moving object directly from the
video without inputting the clean background video as the
background training sample. RPCA is now widely used in
the field of image processing, such as video background
recovery [5]–[7], moving object detection [8], [9], image
denoising [10]–[12] and so on. The traditional RPCA model
can be described as the following optimization problem:

min
L,S

rank(L)+ λ‖S‖0 s.t. X = L + S , (1)

where ‖ · ‖0 is the L0 norm of matrix (that is, the number of
non-zero elements in matrix S).
However, since the rank function and the L0 norm of

the matrix are non-convex and discrete, the solution of
model (1) is NP-hard. Hence, most existed theoretical
researches adopt nuclear norm as the convex approximation
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FIGURE 1. Illustration of the proposed NCSC-RPCA model for moving object detection.

of the rank function, and use L1 norm to replace L0 norm [13].
Then the above RPCA model can be relaxed as a convex
optimization problem:

min
L,S
‖L‖∗ + λ‖S‖1 s.t. X = L + S , (2)

where ‖L‖∗ =
r∑
i=1
σi, σi is the singular value of the matrix L

and ‖S‖1 =
m∑
i=1

n∑
j=1
|sij|.

Note that the traditional RPCA model is in fact extended
from the low-rank matrix model of compressed sensing,
it only considers the characteristics of low-rank and spar-
sity in the perspective of video matrix elements, and does
not consider the internal spatiotemporal correlation between
matrix elements. Hence, there are still some shortcomings
in the traditional and some improved RPCA model. Firstly,
for the low-rank part, scholars usually use the nuclear norm
as the convex approximation of the rank function of the
matrix [14]. However, the nuclear norm simply adds up all the
singular values of the matrix. If one or more singular values
of the matrix are too large, the nuclear normwill overestimate
the rank of the matrix, which will affect the recovery of
the low rank matrix. In order to overcome the above prob-
lems, scholars tried to use different non-convex functions to
approximate the rank function [15]–[23], and the experiment

results showed that the non-convex methods could extract
clearer foreground targets than the traditional convex meth-
ods. Secondly, for many complex moving objects, L1 norm
is often not a good way to describe the real foreground
region. However, if the spatiotemporal continuity between
moving object can be reasonably utilized to eliminate the
noise part which is inconsistent with the characteristic of
moving object, the moving object can be detected robustly.
Based on this, some scholars considered extending the RPCA
model by introducing spatial continuity constraints in the
foreground, such as [24]–[28]. In particular, the group spar-
sity constraints used in [29]–[36] are very helpful for handling
the scenes with dynamic background, and can extract cleaner
foreground targets than traditional RPCA. Recently, some
moving object detection methods based on deep convolu-
tional neural network have been proposed. Sultana et al. [37]
presented a fusion based foreground detection algorithm
which exploits color as well as depth information, with the
help of Generative Adversarial Network (GAN). After that,
Sultana et al. [38] presented a solution based on conditional
Generative Adversarial Network (cGAN) with an architec-
ture of robust deep auto-encoder trained with occlusion free
moving object detection scenario. In reference [39], a unified
method based on GAN and image inpainting is proposed.
These methods can work well in many complex situations,
but the training process of GAN requires a large number
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of sample data, which will directly affect the training
effect.

Considering the success of super-pixel segmentation tech-
nology in image processing and the advantage of non-convex
rank approximation, this paper hopes to establish an effective
model that can effectively detect the moving object under
dynamic background based on these two techniques. First,
the original video sequence is divided into three parts by
low-rank sparse decomposition: the low-rank background,
the moving foreground and the sparse noise. For the low-rank
term, a new non-convex rank approximation function is pro-
posed to overcome the defect of overestimation as well as
time-consuming in the solution of the nuclear norm. For
the moving foreground term, it is regarded as a significant
moving object in the video, occupying a small part of the
space continuous region in the video frame. In addition, note
that the moving object in the video foreground is contin-
uous in the time domain, this paper considers introducing
the spatiotemporal continuity of the video foreground as the
foreground prior. In order to characterize the spatiotempo-
ral continuity of the moving object, this paper takes the
result of video segmentation, based on the super-pixel seg-
mentation technology, as a group sparse constraint. Thus,
an improved RPCA model based on the segmentation con-
straint and the new non-convex rank approximation func-
tion (NCSC-RPCA) is proposed. The NCSC-RPCA model
is solved by the augmented Lagrange multiplier method.
The experimental results of seven dynamic videos in the
CDnet2014 database show that the model proposed in this
paper can effectively improve the accuracy of moving target
extraction and has better visual effects of foreground target
extraction than existed methods.

The paper is organized as follows. In the next section, some
related works are introduced. Section 3 gives the proposed
NCSC-RPCA model and the solution framework. The exper-
iment results and comparison with existed models are given
in section 4. Section 5 is the conclusion.

II. RELATED WORKS
In this section, we would like to provide a brief survey
for stable RPCA decomposition, non-convex approaches and
segmentation constraints.

A. STABLE RPCA DECOMPOSITION
The traditional RPCA model has achieved good results when
dealing with the foreground/background separation of static
background videos. However, when processing the dynamic
background videos, the original RPCA model often extracts
the noise as the foreground, which greatly affects the extrac-
tion accuracy of the foreground target. In view of this defect,
Zhou et al. [40] proposed SPCP model, and experimentally
verified that the model can achieve stable and accurate recov-
ery of low-rank term with less noise. After that, 3WD model
proposed by Oreifej et al. [41] and the Tri-decom model
proposed by Jin et al. [42] both use three-term decompo-
sition technique to deal with the image data corrupted by

both large sparse noise and small dense noise. In partic-
ular, considering the superiority of the three-term decom-
position in noise removal, Yang et al. [43] proposed an
effective vehicle counting system for detecting and tracking
vehicles in complex traffic scenarios. In addition, based on
reference [40], Yin et al. [44] proposed to express the con-
vex optimization problem with an inseparable non-convex
regularization formula to recover from the superposition of
the low-rank matrix and the sparse matrix observed in the
additive white Gaussian noise. The experimental results show
that the stable RPCA decomposition can effectively remove
the noise, so as to extract a cleaner prospect.

B. NON-CONVEX APPROACHES
The original RPCA model is a nonlinear, non-convex and
discontinuous combinatorial optimization problem, and its
solution is NP hard. In order to solve the problem easily,
Wright et al. [13] proposed using nuclear norm as a convex
approximation of the rank function. But there are two main
problems in using nuclear norm to approximate the rank
function. On the one hand, the nuclear norm is defined as
the sum of all singular values of the matrix. In case the first
several singular values of the matrix far exceed the real rank,
this will lead to the problem of over-estimation of the rank
and affects the real experimental results. In order to overcome
this defect, some non-convex functions have been proposed to
approximate the rank function, such as the weighted nuclear
norm [15], truncated nuclear norm [16], non-convex gamma
norm [17], non-convex laplace norm [18] and so on. In partic-
ular, Yang et al. [19] proposed a general optimization model
for extracting background and foreground from a surveillance
video. This model can be nuclear-norm-free, and can incorpo-
rate different possibly non-convex sparsity inducing regular-
ization functions for extracting the foreground. Experimental
results show that RPCA models based on non-convex rank
approximation have better foreground/background separation
effect and shorter operation time. On the other hand, the solu-
tion of RPCA models based on nuclear norm approximation
need singular value decomposition in each iteration, which
leads to high computational complexity. In order to overcome
this defect, Zhou and Tao [45] proposed GoDec algorithm,
which adopts the idea of random optimization to avoid sin-
gular value decomposition and greatly improves the compu-
tational efficiency. However, due to its random optimization,
the extraction accuracy is not high. Netrapalli et al. [20]
proposed to solve RPCA model by non-convex alternating
projection method, which has low computational complexity
and fast convergence speed. Balcan et al. [21] proposed a new
analytical framework for the non-convex matrix decomposi-
tion problem, and verified the exact recoverability and strong
duality of the matrix decomposition problem through the
framework. Wen et al. [23] proposed an approximate block
coordinate descent(BCD) algorithm based on generalized
non-convex regularization and principal component analysis.
The experimental results show that the performance of these
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non-convex methods is better than that of the traditional
convex methods.

C. SEGMENTATION CONSTRAINTS
The above improved RPCA models are mostly based on
the assumption that the video background is static or quasi-
static, but this situation is often not true in real video images,
especially when there is a dynamic background in the video
such as waves, snowflakes, swinging leaves and so on. Note
that if the spatiotemporal continuity between moving object
can be reasonably used to eliminate the noise part that is
inconsistent with the characteristic of the moving object,
then the robustness of the moving object detection can be
performed. Based on this consideration, some scholars con-
sider making use of the spatiotemporal key information con-
tained in video and image, that is, to extend RPCA model
by imposing some additional constraints. In order to improve
the separation effect of video foreground and background,
Yang et al. [24] estimated the foreground with significant
motion by dense optical flow method and got the real value
m of binary template. Then they added this matrix into the
optimization model and proposed the motion assisted matrix
recovery (MAMR) model. After that, Sobral et al. [25] fur-
ther improved the model on the basis of [24] and [41]
and proposed a double-constrained RPCA model, named
SCM-RPCA (Shape and Confifidence Map based RPCA).
In addition, Ebadi et al. [26] considered applying block
sparsity to the foreground and introduced an extremely
efficient ‘‘SVD-free’’ technique to solve the problem of
algorithm complexity. Recently, with the wide application
of super-pixel technology in the field of image processing,
some scholars proposed to use super-pixel segmentation
technology to group pixels with similar appearance, space
or time adjacent, so as to establish the spatiotemporal
continuity between pixels. At present, existed super-pixel
methods include normalized cuts [46], meanshift [47], turbo-
pixel [48], SLIC [49] and so on. Ebadi and Izquierdo [27]
introduced a new sparsity criterion and group structure spar-
sity constraint to the foreground part, and proposed a dynamic
tree-structure sparse RPCAmodel. Javed et al. [28] proposed
a matrix decomposition method based on super-pixel com-
bining maximum norm regularization and structural spar-
sity constraints. Javed et al. [29] incorporated two different
manifold regularizations on the sparse component based
on the local and global invariance assumption, and pro-
posed a novel Super-pixel based Spatiotemporal Manifold
Structured-Sparse-RPCA (SSMS-RPCA) algorithm for mov-
ing object detection. Li et al. [30] proposed a model
combining the segmentation constraint and the saliency
constraint, which can effectively detect slow-moving targets.
Chen et al. [31] proposed to use the structured Lp-regularized
low-rank representation (SLLR) to enhance the detected
foreground while suppressing the noise and dynamic back-
ground. Zheng et al. [33] proposed a background subtraction
method based on multi-scale structure low-rank sparse fac-
torization, and considered both appearance consistency and

spatial compactness in the framework. By introducing a pri-
ori of spatiotemporal continuity into the foreground object,
the above model greatly improves the foreground extraction
effect in dynamic background video. Moreover, some addi-
tional structural information is incorporated into the low-rank
matrix approximation model. Javed et al. [35] proposed a
motion-aware regularization of graphs on low-rank compo-
nent for video background modeling. Experimental results
show that properly using the spatiotemporal key information
contained in the video can significantly improve the extrac-
tion effect of foreground moving objects.

III. MODEL AND ALGORITHM
In this section, we first propose a new non-convex rank
approximation function. Secondly, we use the super-pixel
segmentation technology to segment the video and take the
segmentation result as the group sparse constraint of the
video foreground. Then, we combine it with the non-convex
rank approximation function and propose the NCSC-RPCA
model. Finally, we use the augmented Lagrange multiplier
method to solve the model and get the closed form solution
of each sub-problem.

A. PROPOSED NONCONVEX RANK APPROXIMATION
FUNCTION
In order to better approximate the rank function and avoid
the singular value decomposition process in the solution
of nuclear-norm-based RPCA models, we propose a new
non-convex rank approximation function in this section.
Based on the summary of the existed characteristics of
non-convex rank approximation functions in reference [50]
and the properties of power functions, we consider the follow-
ing non-convex rank approximation function in this paper:

rank(L) ≈ ‖L‖ϕ =
m∑
i=1

σi(L)√
σi(L)2 + ϕ

, (3)

where ϕ > 0 is a model parameter and σi(L) is the i-th
singular value of matrix L.
Lemma 1: The non-convex rank approximation function
‖L‖ϕ has the following properties:

(1) lim
ϕ→0
‖L‖ϕ = rank(L);

(2) If σi(L) = 0, then g(σi(L)) = 0;
(3) ‖L‖ϕ is unitarily invariant, that is, ‖L‖ϕ = ‖ULV‖ϕ for

any orthonormal U ∈ Rm×m and V ∈ Rn×n;
(4) Positive definiteness: For any L ∈ Rm×n, ‖L‖ϕ ≥ 0; If

and only if L = 0, ‖L‖ϕ = 0.
Figure 2 shows the approximation of the rank function

using non-convex ϕ function, nuclear norm with an increas-
ing value of σi. It can be seen that the nuclear norm deviates
from 1 greatly with the increase of singular value σi(L), while
the nonconvex function can approach 1 more stably. The
smaller the parameter value ϕ is, the better the effect of rank
function approximation is. In the later experiments, it can be
seen that the low rank matrix can be more accurately restored
by appropriately adjusting the parameter ϕ(0 < ϕ < 1).
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FIGURE 2. Approximation of the rank function using non-convex ϕ
function, nuclear norm with an increasing value of σi .

B. ESTABLISH TEMPORAL AND SPATIAL CONTINUITY BY
USING SEGMENTATION CONSTRAINT
In order to ensure that RPCA still have good foreground
extraction effect in dynamic video background, we con-
sider introducing spatiotemporal continuity in the model.
In order to describe spatiotemporal continuity of the fore-
ground object, we mainly use the super-pixel segmentation
technology. The advantage of the super-pixel segmentation
is that it can retain the effective information in the original
image, and generally can not destroy the boundary infor-
mation of the foreground object in the original image. The
steps of video segmentation are as follows. Firstly, we use
SLIC [49] to divide each original image into super-pixels.
Secondly, we use CTM [51] to merge adjacent and similar
super-pixels in a single image. In other words, the original
image is divided into a series of adjacent sub-regions with
similar colors, which is called image segmentation. Finally,
we use Pairwise Steepest Descent of Coding Length [52] to
merge the similar sub-regions between adjacent frames of the
original video sequence, also known as video segmentation.
In this process, whether the similar sub regions between adja-
cent frames can be merged depends on whether their region
centers are less than the preset center threshold. The overall
video segmentation framework is shown in the following
Algorithm 1.

C. PROPOSED NCSC-RPCA MODEL
We can get the video pixel label matrix P through Algo-
rithm 1. Then, by classifying the pixels belonging to the same
label, we can get the video segmentation constraint C . Here,
C = C1

⋃
C2

⋃
· · ·

⋃
Cm, wherem is the number of groups.

Using the non-convex function ‖L‖ϕ instead of nuclear norm
and considering spatiotemporal continuity of the foreground,
we introduce the video segmentation constraint C into the
foreground part of the video and get the following model:

min
L,S,E
‖L‖ϕ + λ‖S‖C(2,1) + τ‖E‖2F s.t.X=L + S + E , (4)

where X is the original video matrix, L is the low-rank back-
ground matrix, S is the moving foreground matrix, and E is

Algorithm 1 Video segmentation
Input: a sequence of image frames{I1, I2, · · · , IN };
Initialize: video pixel label matrix P = 0;

while k < N + 1 do
Using SLIC to calculate the super-pixel label vector
SPk of Ik ;
Using CTM to merge the super-pixels of Ik to get the
pixel label vector Pk ;
if k > 1 then

Merge the similar sub-regions in Ik−1 and Ik ;
Update the sub-regions in Ik to the corresponding
label of Pk−1;

end if
Update the k-th column of P with Pk ;
k = k + 1;

end while
Output: video pixel label matrix P

the sparse noise matrix. ‖L‖ϕ =
m∑
i=1

σi(L)√
σi(L)2+ϕ

, ‖S‖C(2,1) =

m∑
i=1

√
|Ci|

∑
(j,k)∈Ci

([S]jk )2, |Ci| represents the number of pixels

in the group Ci, and [·]jk represents the elements of the j-th
row and the k-th column in the matrix.

D. ALGORITHM
For model (4), we use the augmented Lagrange multiplier
method to solve it. The augmented Lagrangian function of
model (4) is as follows:

L(L, S,E,Y , µ)
= ‖L‖ϕ + λ‖S‖2,1 + τ‖E‖2F

+〈Y ,L + S + E − X〉 +
µ

2
‖L + S + E − X‖2F , (5)

where 〈·, ·〉 represents the inner product of two matrices, Y is
the Lagrange multiplier and µ is a penalty parameter. Next,
we will use the idea of alternating iterations to update the
variables.

The basic iterative formula of augmented Lagrange multi-
plier method is:

Lk+1 = argmin
L
‖L‖ϕ+

µk

2
‖L−(X−Sk−E_k−

Yk
µk )‖2F ,

(6)

Sk+1 = argmin
S

λ

µk
‖S‖C(2,1)

+
1
2
‖S − (X − Lk+1 − Ek −

Yk
µk

)‖2F , (7)

Ek+1 = argmin
E
τ‖E‖2F

+
µk

2
‖E − (X − Lk+1 − Sk+1 −

Yk
µk

)‖2F , (8)

Yk+1 = Yk + µk (Lk+1 − X + Sk+1 + Ek+1) , (9)

µk+1 = ρµk . (10)
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where ρ is the step size. The purpose of ρ is to update the
penalty parameter µ in each iteration.

1) SOLVING PROBLEM (6)
In order to solve problem (6), we need the following
Theorem 1 [18].
Theorem 1: Let G = Udiag(σG)V T be the Singular Value

Decomposition(SVD) of matrix G ∈ Rm×n, where σG is the
singular value of G. Let F(Z ) = f (σ (Z )) = f ◦σ (Z ) be a uni-
tarily invariant function andµ > 0. Then the optimal solution
of problem min

Z
F(Z )+ µ

2 ‖Z − G‖
2
F is Z∗ = Udiag(σ ∗)V T ,

where

σ ∗ = prox
f ,µ

(σG) = argmin
σ≥0

f (σ )+
µ

2
‖σ − σG‖

2
2 . (11)

In (6), if we let F(L) = ‖L‖ϕ , G = X − Sk − Ek −
Yk
µk

,
the following formula can be obtained according to
Theorem 1:

Lk+1 = Udiag(σ ∗)V T , (12)

where σ ∗ is calculated by formula (11), and it can be obtained
by the following iteration formula:

σk+1 = max(0, σG −
∂f (σk )
µk

) . (13)

2) SOLVING PROBLEM (7)
Using the following Theorem 2 proposed in [17], we can
obtain the update formula of S.
Theorem 2: For a given matrixM ∈ Rm×n and a parameter

τ > 0, the following optimization problem

argmin
S
τ‖S‖2,1 +

1
2
‖S −M‖2F (14)

has a closed-form solution S∗ = (S∗1 , · · · , S
∗
n ), where

S∗j = max(0,
‖Mj‖2 − τ

‖Mj‖2
)Mj, j = 1, · · · , n (15)

and Mj represents the j-th column of matrixM .
If we letM = X−Lk+1−Ek−

Yk
µk

, and define ‖[M ]Ci‖2 =√ ∑
(a,b)∈Ci

([M ]ab)2, then the solution formula of problem (7) is

as follows:

[S]jk =


‖[M ]Ci‖2−

λ|Ci|
µ

‖[M ]Ci‖2
[M ]jk , if ‖[M ]Ci‖2 >

λ|Ci|
µ
,

0, otherwise.
(16)

3) SOLVING PROBLEM (8)
With other parameters fixed, we can get the update formula
of E as follows:

Ek+1 = (1+
2τ
µk

)−1(X − Lk+1 − Sk+1 −
Yk
µk

) (17)

From the above conclusions, the algorithm framework for
solving problem (4) can be given.

Algorithm 2 Augmented Lagrangian multiplier method for
NCSC-RPCA
Input: The observed data matrix X , parameters λ, τ, µ >
0, the maximum iteration kmax and segmentation C ;
Initialize: E = 0, S = 0, Y = 0, number of iteration
k = 0;

while not converged do
Update Lk+1 by (12);
Update Sk+1 by (16);
Update Ek+1 by (17);
Update Yk+1 by (9);
Update µk+1 by (10);
Check the convergence condition: k > kmax or
‖X−Lk+1−Sk+1−Ek+1‖2F

‖X‖2F
≤ ε;

end while
Output:The backgroundmatrix L = Lk+1, the foreground

matrix S = Sk+1, the sparse noise matrix S = Sk+1.

IV. EXPERIMENTAL RESULTS AND COMPARISON
In this section, we apply the NCSC-RPCA model algo-
rithm proposed in this paper to foreground extraction in
dynamic background, and compare it with eight methods of
RPCA-PCP [13], GoDec [45], 3WD [41], DECOLOR [53],
MAMR [24], noncvxRPCA [17], WNNM-RPCA [15],
LRSD-TNNSR [54]. This paper mainly selected the I2R
dataset and CDnet2014 dataset of seven dynamic video
sequences, which are fountain02, snowfall, boats, skat-
ing, wetsnow, overpass and watersurface. For each video
sequence used, hundreds of consecutive frames were inter-
cepted as the observation dataset. The methods proposed in
this paper and the datasets and operating environments used
in the eight comparison experiments are the same. All numer-
ical experiments are based on PC Intel Core i5-7300hq
2.50ghz CPU, 8GB RAM environment, and MATLAB
R2015b.

A. PARAMETER SETTINGS
In our model, we mainly use five parameters: µ, λ, τ, ρ
and ϕ. In reference [55], the appropriate rules of value
selection are given. In fountain02, snowfall, boats, skating,
overpass and watersurface datasets, we take λ = 10−3 and
τ = 10−2. In wetsnow dataset, we select λ = 10−3 and
τ = 10−3. For penalty parameter µ, we take µ0 = 3× 10−2.
In order to accelerate the convergence speed of the algorithm,
parameter ρ = 1.1. ϕ is a parameter of nonconvex function,
and here ϕ = 10−3 is chosen in the experiment. The stopping
criteria for iteration are as follows:

Err ≤ ε or Iter ≥ Imax , (18)

where Err =
‖X−Lk+1−Sk+1−Ek+1‖2F

‖X‖2F
, ε is the termina-

tion error of the pre-input ( in our experiment, we set
ε = 10−3), Iter is the current number of iterations and
Imax is the maximum number of iterations entered in
advance (here, we set Imax = 500). In order to make different
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TABLE 1. Datasets information used in experiments.

FIGURE 3. Comparison of visual effects of foreground extraction in dynamic background.

algorithms comparable, all methods adopt the same stop-
ping criterion, that is, when the maximum number of itera-
tions reaches 500 or the relative error is less than 10−3, the
calculation stops.

B. EVALUATION METRICS
Objectively, in order to evaluate the performance of
each model more accurately, this paper referred to litera-
ture [30] and used recall, precision and their comprehen-
sive evaluation index, F-measure, to evaluate the effect of
dynamic video foreground detection. The formula is as
follows:

Precision =
TP

TP+ FP
, (19)

Recall =
TP

TP+ FN
, (20)

F − measure = 2
Precision× Recall
Precision+ Recall

, (21)

where TP=true positive indicates that the foreground pixels
are correctly labeled as foreground, FP=false positive refers

to the background pixels incorrectly labeled as foreground
and FN=false negative corresponds the fact that foreground
pixels are incorrectly labeled as background. All the eval-
uation indices are between 0 and 1. The higher the index
value is, the more accurate the result is.

C. EXPERIMENTAL COMPARISON OF DYNAMIC
BACKGROUND DATASETS
In order to verify the effectiveness of NCSC-RPCA model
in moving object detection, this paper mainly selects seven
dynamic video datasets for experiments. The specific experi-
ments are shown in Figure 3.

Figure 3 shows the comparison results of visual effects of
foreground extraction in dynamic background, where (a) rep-
resents original video frames selected from seven different
dynamic background videos, (b) represents the ground truth
of seven original video frames, (c) - (k) represent the fore-
ground results extracted by different algorithms. Through
the comparison, we can see that for seven dynamic back-
ground test datasets, the model proposed in this paper can

41032 VOLUME 8, 2020



Z. Hu et al.: Moving Object Detection Based on Non-Convex RPCA With Segmentation Constraint

TABLE 2. Comparison of objective results of foreground detection by different methods (Best: bold. Second best: underline).

TABLE 3. Comparison of foreground detection running time (in seconds) among different algorithms (Best: bold. Second best: underline).

extract the foreground object more completely and can effec-
tively remove part of the noise. Specifically, for the datasets
of fountain02, boats, skating, wetsnow and overpass which
are affected by the dynamic background, the foreground
objects extracted by the eight comparison methods all con-
tain different levels of noise, only our method can extract
clean foreground targets. In the snowfall dataset, the targets
extracted by RPCA-PCP, GoDec, 3WD, DECOLOR and
LRSD-TNNSR all contain large holes. At the same time,
there are İ◦ghostsİś in the foreground extraction of MAMR,
noncvxRPCA and WNNM-RPCA while our method can
extract the foreground object completely and effectively elim-
inate the interference of dynamic snowflakes. In the water-
surface dataset, RPCA-PCP, GoDec, 3WD, DECOLOR,
WNNM-RPCA can not extract the foreground contour well
and there are a lot of errors in judging the noise as the fore-
ground. MAMR, noncvxRPCA and LRSD-TNNSR have the

problem of classifying the foreground pixels as background
pixels. In a word, compared with the other eight methods, our
method has better foreground extraction effect.

Table 2 shows the relevant evaluation indices of ourmethod
and other comparison methods. From the perspective of
f-measure value in fountain02, snowfall, boats, skating, wet-
snow and watersurface datasets, our method is in the best
position. In the overpass dataset, our f-measure value is
slightly lower than DECOLOR. Besides, the recall and pre-
cision of our method also show the advantages, which shows
that the model in this paper has a good comprehensive effect
in suppressing the noise generated by dynamic background
and the integrity and accuracy of target extraction.

Table 3 shows the running time of each algorithm. It is
obvious that noncvxRPCA has the fastest running time in
processing foreground extraction problems. RPCA-PCP and
GoDec run slowly because they require a lot of singular
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FIGURE 4. Experimental results comparison with different frames among different algorithms (fountain02).

TABLE 4. Comparison of objective results of representative frames of fountain02 dataset under different algorithms(Best:bold. Second best:underline).

value decomposition. Our method does not have the advan-
tage in terms of time and the main time is spent in the process
of video segmentation. Next, we select three arbitrary frames
in the fountain02 dataset, namely the 48th, 58th and 68th
frames, and take these three frames as test frames to compare
our method with the other eight methods.

As can be seen in Figure 4, this dataset is affected by
dynamic fountain. Hence, it is easy to wrongly extract the
fountain as foreground. Among all the methods, we can see
that LRSD-TNNSR can not extract the foreground object
contour very well. There are mainly two reasons. On the
one hand, the model uses truncated nuclear norm to describe
the low rank part and introduces the sparse prior to the low
rank part. On the other hand, the model still uses the L1
norm to describe the foreground part, which leads to a not-
so-good foreground extraction effect. At the same time, all
the foreground images extracted by the eight comparison
methods contain different degrees of fountain noise while our
method can extract clean and almost complete foreground
object.

Table 4 is a quantitative comparison of the three video
frames selected in fountain02 dataset. As can be seen from
Table 4, the f-measure value of our method is significantly
better than the other eight methods. Table 2 and Table 4 quan-
tify the validity of the model in this paper.

V. CONCLUSION
In order to overcome the shortcomings of traditional nuclear-
norm-based RPCA model, such as the large amount of
computation in the solution process and poor foreground

extraction effect under dynamic background, this paper pro-
poses an improved RPCA model based on a new non-convex
rank approximation function and a segmentation constraint.
The proposed new model is solved by the augmented
Lagrangian multiplier method. Experimental results show
that, compared with the existed methods, the improved model
proposed in this paper can effectively suppress the noise gen-
erated by the dynamic background and the extracted moving
objects have better comprehensive effect in the integrity and
accuracy.
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