
Received February 12, 2020, accepted February 20, 2020, date of publication February 28, 2020, date of current version March 11, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2977278

A New Geometric-Oriented Minimum-Energy
Perfect Control Design in the IMC-Based
State-Space Domain
WOJCIECH PRZEMYSŁAW HUNEK AND TOMASZ FELIKS
Institute of Control Engineering, Opole University of Technology, 45-758 Opole, Poland

Corresponding author: Wojciech Przemysław Hunek (w.hunek@po.edu.pl)

ABSTRACT A new geometric approach providing the minimum-energy issue for inverse model control-
related perfect regulation of linear time-invariant multi-input/single-output plants described in the discrete-
time state-space framework is proposed in the paper. Recent results have shown that the minimum-norm
T -inverse does not guarantee the minimum-energy perfect control design, which has been confirmed by
heuristic studies only. The new proposal, postulated throughout the manuscript, certifies the potential of
nonunique σ -inverse regarding the minimum-energy behavior of inverse model control-based structures.
After application of the proposed geometric approach dedicated to some class of state-space systems,
we can precisely calculate the total energy of the multivariable perfect control runs. Thus, the analytical
new methodology allows to obtain the minimum-energy inverse model control schemes, what constitutes
the main accomplishment of the paper. Additionally, the aim of future analytical exploration covering the
entire class of right-invertible state-space systems is clearly focused.

INDEX TERMS Geometric solution, perfect control, minimum-energy problem, inverses of nonsquare
matrices, discrete-time state-space domain, LTI MIMO.

I. INTRODUCTION
The perfect control strategy, i.e. the deterministic case of
the minimum variance control algorithm, is an attractive
method due to its valuable properties [1]–[7]. For single-
input/single-output or square systems, i.e. plants with the
same number of input and output variables, the discussed
control law may cause detrimental effects often leading to
the damage a number of technological devices [8]–[25].
However, in the case of examination of nonsquare MIMO
systems with different number of input and output signals,
we can effectively impact the robustness of the IMC-related
perfect control schemes. It can only be done for right-
invertible plants described by both input-output and state-
space LTI multivariable frameworks [26]–[28]. The higher
number of input than output runs of nonsquare MIMO
systems guarantees possibility of influencing this intriguing
control law. Through an application of nonunique right gener-
alized inverses of nonsquare parameter/polynomial matrices
incorporated into the control plant description, the stability
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and minimum-energy behavior of the control inputs can be
managed in the heuristic and analytical ways [29]. How-
ever, while the heuristic approach seems to be rather not
to complex, the analytical approach is more difficult to
solve. It should be emphasized, that the broadly known
Moore-Penrose minimum-norm T -inverse does not provide
the minimum-energy of the perfect control input runs, for
instance see [4]. Notwithstanding, the formal analytical proof
has not been given, up to now. Following the newly obtained
results in this matter, the crucial ones are presented for the
control community in the manuscript. Henceforth, the new
analytical method based on a geometric approach, allowing
to obtain the minimum-energy perfect control design for a
special selected set of systems, gives rise to the introduction
of the general minimum-energy perfect control theory in the
nearest future. To recapitulate, through the application of the
new analytical formula, we can correctly calculate the energy
of the inverse model control schemes, finally to obtain the
optimal instances. Thus, the simple elegant tool, arranging the
degrees of freedom of the generalized σ -inverse, constitutes
the new issue clearly outperforming the less accurate heuristic
approaches.
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The paper is organized in the following manner.
In Section II the preliminaries are given. Next section covers
the methodology of the state-space perfect control design
with application of generalized right σ -inverse. The per-
fect control energy problem with new corresponding issues
provide the introduction of general theory in Section V.
Simulation example of Section VI confirms the advantage
of new proposed approach. In the end, the final conclusions
and open problems are indicated.

II. PRELIMINARIES
Below the main mathematical symbols and abbreviations
associated with the manuscript are tabelarized in order to
eliminate any possible confusions.
A, B, C, – parameter matrices,
D, F, J, β
d – time delay of a plant,
Eu – energy of the perfect control

input variables,
G(q−1), β(q−1) – polynomial matrices in q−1,
In – identity n-matrix,
i – index,
L(·)
M (·) – rational function,
N – time horizon,
q−1 – backward shift operator,
z – complex operator,
zR – real number,
det(.) – determinant symbol,
eig(.) – eigenvalue symbol,
ker(.) – kernel symbol,
Tr(.) – matrix trace symbol,
(.)R – (non)unique right inverse,
(.)T – transpose symbol,
‖.‖2 – norm symbol,
DOFs – degrees of freedom,
IMC – inverse model control,
LTI – linear time-invariant,
MIMO – multi-input/multi-output,
MISO – multi-input/single-output,
MVC – minimum variance control,
S(A,B,C) – state-space plant.

III. PERFECT CONTROL LAW IN THE STATE-SPACE
DOMAIN
Consider an LTI MIMO nu-input and ny-output plant
S(A,B,C) defined by

x(k + 1) = Ax(k)+ Bu(k)q−d+1, x(0) = x0, (1a)

y(k) = Cx(k), (1b)

with parameter matrices A ∈ Rn×n, B ∈ Rn×nu , C ∈ Rny×n,
where symbols n, nu and ny express the numbers of x(k)-state,
u(k)-input and y(k)-output variables, respectively, whilst x0
denotes an initial condition of the state vector x(k). Next k
stands for the discrete time, whereas d indicates the time
delay of an analyzed system.

The perfect control formula minimizing the norm

Ju = ‖y(k + d)− yref(k + d)‖2 , (2)

engaging the ny-vectors y(k + d) and yref(k + d) as the
respective d-step deterministic output predictor and arbitrary
reference value, sounds as follows

u(k) = (CB)R[yref(k + d)

−C(
d−1∑
i=1

AiBu(k − i)+ Adx(k))]. (3)

Observe, that the perfect control algorithm (3) guarantees
y(k) = yref(k) for k ≥ d .
Note that symbol (.)R indicates some nonunique right

inverse, including the regular one (.)−1, of the (ny × nu)-CB
matrix product. For left-invertible systems (ny > nu) the such
IMC algorithm certainly does not exist, so far.
Remark 1: The IMC laws (3) can recursively be calculated

according to the formulas (1) for each time delay d.
Remark 2: From plethora of inverses we consume the

recently introduced polynomial matrix σ -inverse in the
form of

GR
σ (q
−1) = βT(q−1)[G(q−1)βT(q−1)]−1, (4)

which is associated with the infinite number of so-called
degrees of freedom β(q−1). Henceforth, through the special
selected degrees of freedom we can impact the energy and
robustness properties of the multivariable perfect control
inputs (3). Notice that for β(q−1) = G(q−1) we receive
the unique minimum-norm T -inverse [30]. Of course, for
simplicity of conducted study, the instance of σ -inverse solely
employing parameter DOFs is investigated.

Consequently, there is a fundamental question covering
the choice of the parameter β(q−1) matrix derived from the
generalized σ -inverse (4), which guarantees the minimum-
energy perfect control design. The answer to that issue,
for the selected class of systems, is shown throughout this
manuscript.

Having the preliminaries, let us present the main achieve-
ment of the manuscript in the subsequent sections.

IV. ENERGY PROBLEM FORMULATION
In order to formulate a new authors’ approach, the definition
of the perfect control energy under squared L2-norm has to
be shown in the following manner

ENu =
N∑
k=0

uT(k)u(k), (5)

where u(k) is defined by Eq. (3) and symbol N implies an
arbitrary chosen time horizon.

Therefore, the performance index (5) considering the
energy is equal to (w.l.o.g. we responsibly assume that
yref(k) = 0 and d = 1)

ENu =
N∑
k=0

[(CB)RCAx(k)]T[(CB)RCAx(k)]. (6)
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A. TOWARDS A GENERAL THEORY OF
MINIMUM-ENERGY PERFECT
CONTROL DESIGN
At the same time, after substitution the Eq. (3) into for-
mula (1a) we arrive at the relation significant for further
investigation as follows

x(k + 1) = Fx(k), (7)

where F = [(In − B(CB)RC)A] and In stands for the n-
identity matrix.

Thus, the aforementioned expression can successfully be
rewritten to the substantial operator form

z (X(z)− X(0)) = FX(z), (8)

with symbol z representing the complex variable.
Hence, after simple manipulations we gain

(zIn − F)X(z) = zX(0), (9)

which represents the closed-loop perfect control system
behavior.

Considering the achieved results, an essential theorem sup-
ported by adequate lemma should immediately be formulated
in the following way.
Lemma 1: Any solution to the equation Ax = b can be

expressed as the sum of fixed outcome v and an arbitrary
element of the kernel of A. Thus, the solution set x to the
equation Ax = b fulfills

{v+ p | Av = b ∧ p ∈ ker(A)} . (10)

After taking into account the expression (10) incorporated
into formula (9) we arrive at the fundamental relation

p ∈ ker(zIn − F), (11)

where vector p corresponds to the z-operator-oriented multi-
variable plant (9).
Theorem 1: Consider the second-order MISO system gov-

erned by Eqs. (1). Then, for any initial condition x0, the x(1)
always lies in the kernel of (zRI2 − F), that is

x(1) ∈ ker(zRI2 − F), (12)

where zR is a single-nonzero pole of the closed-loop perfect
control system (7).

Proof: Observe, that the second-order MISO system
defined by expression (7) commonly possesses two eigenval-
ues as follows

eig(F) = {zR, 0}, (13)

since the matrix F is always singular under perfect control
consideration.

Thus, in order to fulfill the Theorem (1) the subsequent new
relation has to be approved

(zRI2 − F)x(1) = 0, (14)

which immediately should be rewritten to the form

(zRF− FF)x0 = 0. (15)

Next, the matrix F can be represented by the Jordan normal
form in the following manner

F = DJD−1, (16)

with appropriate matrix D and

J =
[
zR 0
0 0

]
. (17)

In such a way, the formula (15) can be specified as

(zRDJD−1 − DJD−1DJD−1)x0 = 0, (18)

or rather

(D
[
z2R 0
0 0

]
D−1 − D

[
z2R 0
0 0

]
D−1)x0 = 0. (19)

Finally, the last relation holds for any x0, which ends the
proof. �
Remark 3: Naturally, for second zero-related eigenvalue

we receive a trivial solution.
Pursuing the new energy-oriented approach, a necessary

theorem has to be stated.
Theorem 2: Consider the second-order MISO system gov-

erned by Eqs. (1). Then, the x(k) for k ≥ 1 lies in the kernel
of (zRI2 − F), finally to obtain

x(k) ∈ ker(zRI2 − F), k ≥ 1. (20)

Proof: Immediately, after combining the formula (7)
and Theorem (1). Revised expression (14) in form of

(zRI2 − F)F(F9x0) = 0, 9 ≥ 0, (21)

ends the proof. �
Henceforth, in accordance with Theorem (2), our structure

x(k) fulfills the statement (11) for k ≥ 1, giving rise to define
a crucial relation covering the second-order MISO plants as
follows

(F− zRI2)x(k) = 0, k ≥ 1, (22)

for any x0.
Furthermore, the Eq. (22) can be rewritten to the form

Fx(k) = zRx(k), k ≥ 1, (23)

and finally, after occupation of peculiarity derived from for-
mula (7), can be given as

x(k + 1) = zRx(k), k ≥ 1. (24)

Let us switch now to the breakthrough of the manuscript
regarding the analytical issue of minimum-energy perfect
control design for MISO systems.
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B. MINIMUM-ENERGY PERFECT CONTROL NEW
OUTCOME FOR MULTI-INPUT/SINGLE-
OUTPUT PLANTS
Reflecting on the aforementioned study, our d = 1-originated
perfect control law (3) expressed as

u(k + 1) = −(CB)RCAx(k + 1), (25)

can be rewritten in accordance with the relation (24) to the
form

u(k + ξ ) = −(CB)RCAzξRx(k),

k ≥ 1, ξ = 0, 1, 2, . . . (26)

Thus, the total energy (5) can successfully be redefined to
the following equation

ENu = E0
u +

N∑
k=1

E (k,1)
u 2k−1, (27)

with 2 = z2R and E (k,1)
u = uT(1)u(1).

Therefore, after assuming the properties of geometric
sequence and perfect control stability behavior (2 < 1),
the Eq. (27) can again be established as follows

ENu = E0
u + E

(k,1)
u

1−2N

1−2
, (28)

which for N →+∞ leads to the important new relation

E+∞u = E0
u + E

(k,1)
u

1
1−2

. (29)

It should be noticed that the energy-based approach as
in Eq. (29) dedicated to second-order MISO perfect control
plants is a new idea never seen before. The theory allows to
examine the complex minimum-energy control problem in a
simple way, especially in terms of selection of proper degrees
of freedom of recently introduced generalized σ -inverse. This
peculiarity is shown in the next section.

At the end of this section, let us try to define some essential
statements.
Theorem 3: The single-nonzero pole of the closed-loop

perfect control systems can be calculated according to the
formula

zR = Tr(F). (30)

Proof: Immediately, after employing the well-known
formula ∑

eig(F) = Tr(F). (31)

�
Conjecture 1: In order to obtain a single-nonzero pole of

the closed-loop perfect control system, the following condi-
tion must be preserved

n− ny = 1. (32)

Next section summarizes the advantage of minimum-
energy-oriented new issues.

V. MINIMUM-ENERGY PERFECT CONTROL DESIGN
In order to obtain the MISO minimum-energy performance
(5) of our perfect control expression, the proper β(q−1) of the
generalized inverse (4) should analytically be calculated. The
appropriate solution of such problem would be understood in
terms of providing the following relation

d{E+∞u }

d{β(q−1)}
= 0. (33)

Notwithstanding, the analytical result of this statement
does not exist, so far, since, according to the formula (5),
we receive

d
{+∞∑
k=0

uT(k)u(k)
}

d{β(q−1)}
= 0. (34)

Observe, that the relation (34) involves the unsolvable
analytical derivative operation of matrix by vector. More-
over, the infinity time horizon additionally precludes the
minimum-energy perfect control design. In such a case,
the Eq. (29), along with the entire associated machinery, will
be appreciated here. After fusion of mainly expressions (29)
and (5) as well as (30), under application of the σ -inverse
having parameter-derived DOFs of β, the reduced scalar-
related form of the relation (33) is rising as follows

d{E+∞u }

d{β}
=



∂{E+∞u }

∂{β1}
= 0

∂{E+∞u }

∂{β2}
= 0

...

∂{E+∞u }

∂{βnu}
= 0.

(35)

Of course, E+∞u is now determined as in Eq. (29) with
vector β of form

β =
[
β1 β2 . . . βnu

]
. (36)

Thus, the formulas (35) can now be rewritten to the follow-
ing relations

d{E+∞u }

d{β}
=


L1(A,B,C, β, x0) = 0
L2(A,B,C, β, x0) = 0
...

Lnu (A,B,C, β, x0) = 0,

(37)

under plant condition

∂{E+∞u }

∂{βi}
=

Li(A,B,C, β, x0)
Mi(A,B,C, β, x0)

, i = 1, 2, . . . , nu. (38)

Observe, that all formulas Li(A,B,C, β, x0) = 0 corre-
spond to the general equation

aiβi4 + biβi3 + ciβi2 + diβi + ei = 0, (39)
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arranging roots in forms of

β1i,2i = −
bi
4ai
− S ±

1
2

√
−4S2 − 2p+

q
S
, (40)

β3i,4i = −
bi
4ai
+ S ±

1
2

√
−4S2 − 2p−

q
S
, (41)

where

p =
8aici − 3b2i

8a2i
, (42)

q =
b3i − 4aibici + 8a2i di

8a3i
, (43)

S =
1
2

√
−
2
3
p+

1
3ai

(
Q+

10

Q

)
, (44)

Q =
3

√√√√11 +

√
12

1 − 413
0

2
, (45)

10 = c2i − 3bidi + 12aiei, (46)

11 = 2c3i − 9bicidi + 27b2i ei + 27aid2i − 72aiciei. (47)

Remark 4: It should be mentioned that the coefficients
(ai, bi, ci, di and ei) from Eq. (39) can analytically be calcu-
lated also under symbolic manner. However, due to the fact
that they employ a number of components, we throw away this
computational burden approach.

Of course, in order to find the solution sets of expres-
sions (37), we have to take into account the Hessian matrix
associated with the second-order partial derivatives. This
operation will be explained in details in the next unit.

Thus, for the purpose of confirmation of the entire new
machinery, let us switch now to the numerical example.

VI. SIMULATION EXAMPLE
Consider a two-input one-output LTI discrete-time second-
order system defined by the formulas (1) with

A =
[
0.671497133608081 −1.207486922685038
0.717238651328838 1.630235289164729

]
,

B =
[
0.488893770311789 1.034693009917860
0.726885133383238 −0.303440924786016

]
,

C =
[
0.293871467096658 −0.787282803758638

]
and

x0 =
[
5
−3

]
. After applying the minimum-norm right T -

inverse to the product of CB we obtain the total energy of the
perfect control inputs equal to E1000

u = 410.9253 according
to the formulas (5) and (29). The signal runs of the state and
control variables are presented in Figs. 1 and 2, respectively.

On the other hand, the engagement of the σ -inverse with
β =

[
β1 β2

]
provides the Eq. (37)-oriented formulas

a1β41 + b1β
3
1 + c1β

2
1 + d1β1 + e1 = 0, (48)

a2β42 + b2β
3
2 + c2β

2
2 + d2β2 + e2 = 0, (49)

with coefficients of the polynomials in β-domain being in
relation with the A,B,C, β and x0.

FIGURE 1. Perfect control: signals of x(k), T -inverse.

FIGURE 2. Perfect control: signals of u(k), T -inverse.

In should be emphasized, that the formulas (48) and (49)
are interchangeable in context of application of the respec-
tive solution sets derived from both of them. Henceforth,
the relations are linearly dependent. For instance, for arbitrary
selected β2 we arrive at

a11β41 + b11β
3
1 + c11β

2
1 + d11β1 + e11 = 0, (50)

under coefficients a11, b11, c11, d11 and e11 strictly come
from A,B,C, β2 and x0.
Therefore, for exemplary parametrized β2 = 2, the four

roots of Eq. (50), which can also be easily obtained through
formulas (40) and (41), sound as follows

β11 = −0.3057+ 0.8315i
β12 = −2.7610
β13 = 5.2859
β14 = −0.3057− 0.8315i.

(51)

Of course, the roots equal to β11 and β14 should be omitted,
as we operate in the discrete-time framework only.

Finally, in order to find the global minimum of the perfect
control energy function, we have to apply the well-known
paradigm of second-order derivative in the following manner

∂2E+∞u
∂β21

|β12 = 42.250, (52)
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FIGURE 3. Perfect control: signals of x(k), σ -inverse.

FIGURE 4. Perfect control: signals of u(k), σ -inverse.

∂2E+∞u
∂β21

|β13 = −34.936. (53)

Thus, based on

∂2E+∞u
∂β21

|βi > 0, (54)

we immediately receive

βopt =
[
−2.7610 2

]
. (55)

Concluding, after application of σ -inverse with βopt
to the CB product we arrive at the single-nonzero
pole of the closed-loop perfect control system equal to
zR = 0.5314, with energy of the control input variables
equals E1000

uopt = 129.9853 (calculated according to Eq. (29)).
The respective signal runs of the state and control vectors are
depicted in Figs. 3 and 4.
Corollary 1: It is remarkable, that analytically appointed

optimal degrees of freedom βopt of the σ -inverse guarantee
the minimum-energy perfect control design. Amazingly, from
now on, the T -inverse can not be treated as the ‘best’ one in
terms of the energy expenditure of the perfect control input
variables, in general.
Remark 5: It should be strongly emphasized, that the entire

computational effort can be done for any β2 ∈ R1×nu \ {0},
as the statement occurs β1 = γβ2, where γ (A,B,C, x0) is a

FIGURE 5. Perfect control: y (k) and yref (k) signals, both cases.

certain function. Moreover, for every β2 we obtain a different
βopt , which finally preserves the same value of Euopt , in each
scenario.

It is symptomatic, that dumping plots of u(k) and x(k)
signals are running for k ≥ 1 with decreasing impact equal to
zR = 0.5314. This fact is additionally confirmed by newly
introduced expression (24). Naturally, the perfect control
output remains at the reference/setpoint y(k) = 0 for k ≥ 1
(see Fig. (5)).

VII. CONCLUSIONS AND OPEN PROBLEMS
The original observation covering the minimum-energy per-
fect control design problem is proposed in this paper. Based
on the new issue, we can solve in a simple way the energy-
related task for the special class of the state-space systems.
The given theory certainly leads to the clarification of such
complex mathematical perfect control-oriented peculiarity. It
is clear now that the σ -inverse outperforms the T -inverse in
terms of the energy expenditure of the perfect control input
variables, which has been confirmed in analytical manner.
Due to the fact, that the presented material constitutes still
unexplored research area, we can formulate an accompanying
series of open problems. The two most important subjects
should be recalled at the moment. Firstly, it would be interest-
ing to extend the new geometric approach to cover the state-
space plants having nonzero reference value yref(k) and more
than one nonzero closed-loop perfect control pole. Secondly,
the synthesis of the systems with d > 1 should establish an
important factor allowing to ultimately formulate the general
theory of minimum-energy perfect control design. In the end,
the validation of the new postulatedmethodology by the prac-
tical implementation is still waiting for further consideration.
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