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ABSTRACT Image registration is a prerequisite for image fusion from multiple modalities, such as
infrared (IR) and visible (VIS) images. Although there have been many various methods of image regis-
tration, non-rigid registration for IR and VIS images is still challenging due to large differences between
IR and VIS images. In this work, a point feature-based method is proposed to improve the performance
on non-rigid IR and VIS image registration. Firstly, a feature descriptor - Gaussian weighted shape context
(GWSC) - is improved from shape context (SC) to fast extract matching point pairs from edge maps in IR and
VIS images. With the set of matching point pairs, a Gaussian-field-based objective function is established to
measure the distance between IR and VIS images. Then, the enhanced affine transformation (EAT) model
is proposed to generalize affine model from linear to non-linear case and describe the regularity of global
deformation between IR and VIS images. At last, the derivative of the distance measure is expressed with
respect to the EATmodel and thus, the optimal parameters are estimated by using the quasi-Newton method.
The qualitative and quantitative comparisons demonstrate that the proposed method (GWSC-EAT) can be
successfully applied to non-rigid registration of IR and VIS images and moreover, it is superior to the
state-of-the-art methods on the accuracy and speed of non-rigid registration.

INDEX TERMS Image registration, non-rigid registration, shape context, non-linear transformation,
infrared image.

I. INTRODUCTION
Image registration is an essential procedure in application for
the fusion from different image sources, such as ultrasound
and magnetic resonance image fusion [1] or infrared (IR)
and visible (VIS) image fusion [2], which are very useful in
medical imaging [3], machine vision [4], remote sense [5]
and night vision [6], etc. The quality of image fusion depends
highly on the accuracy of multimodal image registration [7].
The purpose of image registration is to determine the spa-
tial transformation between images by using mutual feature
of images. However, the extraction of mutual feature from
multimodal images is a difficult task, because image feature
can vary largely between multimodal images acquired with
different acquisition parameters or systems. For example,
the intensity-based feature of VIS images often loses in IR
images. Therefore, multimodal image registration has always
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been hot topic in the field of computer vision research. In this
work, we mainly focus on IR and VIS image registration.

In many existing algorithms, multimodal image regis-
tration is considered as point set registration. The spatial
transformation model aligning two images is estimated from
feature point sets. Therefore, image registration is mainly
divided into two parts: extraction of feature points and
estimation of spatial transformation.

Although many registration methods do not need any
explicit set of point correspondences, the sets of mutual
feature points in multimodal images are still very essential
for transformation estimation. Therefore, feature descriptors
measuring the degree of point correspondence accurately are
required. Intensity-based feature descriptors, such as cor-
ner feature [8], scale invariant feature transform (SIFT) [9],
speeded up robust feature (SURF) [10] and histogram of
gradient (HOG) [11], have been commonly applied for image
registration. However, the different intensity distributions
of IR and VIS images are challenging for intensity-based
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feature descriptors. Structural feature descriptors are more
applicable to image registration because the global struc-
tures of multimodal images to be aligned are similar [12].
Typically, shape context (SC) [13] is a widely applicable
feature descriptor measuring the structure of point sets. Then,
many SC-based feature descriptors, such as the inner distance
SC (IDSC) [14], the coherent distance SC (CDSC) [15],
the normalized weighted SC (NWSC) [16] and the rotation
invariant SC (RISC) [17], have been improved from the orig-
inal SC and successfully applied to shape matching or point
set registration. But for IR and VIS image registration, they
are not robust enough due to missing and deformed structures
in IR and VIS images.

Estimation of transformation can be considered as an
optimization procedure. Spatial transformation parameters
are optimized to reduce the displacement between IR and
VIS images to be aligned. Hence, a transformation model
describing the pattern of deformation between IR and VIS
images more accurately is more helpful for image registra-
tion. Linear transformation model, such as the affine model
[18], cannot produce accurate alignment when there exists
the anisotropy of deformation between images in numerous
applications, especially in multi-sensor image fusion. Thus,
many non-linear transformation models, such as the thin-
plate spline (TPS) model [19], the B-splines model [20] and
the model within reproducing kernel Hilbert space (RKHS)
[21], have been developed for non-rigid registration. Some-
thing the above non-linear models have in common is that
they all require control points. The transformation parameters
are optimized in local neighborhoods of control points. Thus,
the transformation models with control points are good at
describing the pattern of local deformation nearby control
points. It is obviously that control points have great impact on
image registration. However, the optimal selection of control
points is difficult to be determined, because the quantity and
distribution of control points both affect the performance of
estimation of spatial transformation. Therefore, the uncer-
tainty of control points can result in inaccurate estimation
of transformation parameters and increase computation com-
plexity. In summary, we believe that the transformation mod-
els with control points rely heavily on local feature so that the
performance of image registration is limited.

In this work, a structural feature descriptor - Gaussian
weighted shape context (GWSC) - is developed to extract
matching point pairs from edge maps in IR and VIS
images. Non-rigid image registration is then transformed
into point set registration. Meanwhile, the enhanced affine
transformation (EAT) model consisting of affine model and
polynomial model is proposed to describe the regularity
of global deformation between IR and VIS images. In our
method of non-rigid image registration (GWSC-EAT), a
Gaussian-fields-based distance measure is established with
the EAT model and then simplified by point correspondence
with GWSC. Finally, the optimal EAT model is estimated
from matching point pairs by a strategy with coarse-to-fine
optimization.

Our contribution in this paper includes the following two
aspects. Firstly, the feature descriptor GWSC is improved
from SC in order to achieve accurate and fast matching point
extraction from IR and VIS images. Secondly, the EATmodel
is proposed to reduce the dependence of non-rigid image
transformation on local feature and improve the global accu-
racy of non-rigid image registration. Compared to previous
approaches, it can increase the accuracy and speed of IR and
VIS image registration. Hence, the proposed GWSC-EAT is
able to improve the stability of IR and VIS image fusion
systems.

In fact, our method is inspired by the non-rigid registration
method proposed in [21] (namely RGF). Therefore, the reg-
ularized Gaussian field criterion is chosen as an objective
function in our method. However, there are mainly two dif-
ferences between the proposed method and RGF: 1) feature
points was extracted by SC and the Hungarian algorithm [39]
in RGF, while we improve the efficiency of feature point
extraction via GWSC; 2) the RKHS-based transformation
model used in RGF prefers to describe local deformation in
neighborhoods of control points, while we develop the EAT
model to describe global regularity of non-linear deforma-
tion, in order to improve the global accuracy of non-rigid
image registration.

The rest of the paper is organized as follows. Section II
reports background material and related works. Section III
describes the algorithm of matching point extraction by
GWSC. In Section IV, we present the EAT model and apply
it to non-rigid registration of IR and VIS images. Section V
shows the experiment results on real images and the analysis
of the proposed method. Finally, Section VI presents the
concluding remarks for our work.

II. RELATED WORKS
In many researches, multimodal image registration is
formulated as an optimization problem, where an objective
function is minimized with respect to a spatial transforma-
tion [12]. Objective function can be regarded as a distance
measure, quantifying registration performance during opti-
mization process. Transformation model is used to determine
the search direction of optimization. Thus, two key points
researchers mainly focus on are as follows: 1) find measures
that can capture the similarity between multimodal images;
2) establish spatial transformation models describing the
pattern of deformation between multimodal images. In this
section, we mainly focus on the current researches of similar-
ity measures since the popular transformation models were
discussed in Section I.

Intensity-based measures have been used widely in image
registration, which are defined directly on gray-level values
of images. Mutual information (MI) [22] and normal-
ized mutual information (NMI) [23] are typical intensity-
based measures for image registration. They mainly rely
on the assumption that the statistical regularity of inten-
sity is similar between images to be aligned. MI and NMI
have been successfully employed in various applications,
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especially in mono-modal applications. However, because
there are highly different intensity distributions inmultimodal
images, MI-based measures may not quantify the perfor-
mance of alignment correctly [24]. Furthermore, because of
non-convex objective functions, it is quite difficult to solve
them quickly and accurately [25]. With the development of
research, MI-based measures not only work directly with
image intensity, but also with image gradient [26] and image
patch [27].

In recent years, spectral methods have gained interest
for image registration, which use spectral decomposition to
study image data structures. They can be considered as the
upgrading of intensity-based measures, providing a way for
constructing high dimensional eigenspace by global intensity
and structure of an image. In [28] and [29], multimodal
images were represented by the first embedding coordinate of
Laplacian eigenmaps and diffusion maps, respectively, where
the L1 or L2 distance measures were used to describe the
similarity between the structural representations of images. In
[30] and [31], a joint graph of two images or shapes obtained
by spectral decomposition was used for image matching and
surface matching. In [12], graph Laplacian of an image was
employed as a structure descriptor and the similarity between
graph Laplacian eigenspaces of multimodal images was mea-
sured by Laplacian commutativity. Because the similarity
measures constructed by spectral methods are on the basis
of L1 or L2 distance measures, they are convex functions
and helpful for optimization of image registration. How-
ever, the derivatives of such measures are computationally
expensive since many parameters have to be optimized.

Feature-based measures have always been concerned by
many researchers. Image features, which can reflect the cor-
respondence between multimodal images, such as points,
curves and surfaces [32], are extracted from images. The dis-
tancemeasures defined on the extracted features are then used
to quantify the performance of image registration. Actually,
point feature is more popular since curves and surfaces can be
regarded as point sets. Hence, with feature-based measures,
image registration is transformed into point set registration.
A transformation model aligning two point sets is then
applied to achieve image registration.

Feature-based measures can be formulated by L2 loss
criterion [33], L2-minimizing estimator (L2E) [34], regu-
larized Gaussian field criterion [21] and Gaussian mixture
model (GMM) [35], [36], etc. These models ensure that
feature-based measures are convex functions and have the
advantage of computational convenience. Point correspon-
dence is very essential to feature-based measures, because
the distances between point pairs that do not match each other
in fact can result in low accuracy of measurement. In some
existing registration methods, such as iterated closet point
(ICP) [37], robust point matching using TPS (TPS-RPM)
[33], coherence point drift (CPD) [38], robust point matching
using L2E estimator (RPM-L2E) [34] and image registration
using RGF [21], the correspondence was iteratively solved
by optimization with soft-assignment as initial matching.

However, because the feature-based measures with
soft-assignment must be defined on all pairs of feature points,
they are computationally expensive. Thus, some algorithms
of point correspondence are usually employed to determine
mutual point pairs from multimodal images before estima-
tion of transformation models. For instance, in [17], point
correspondence was implemented by the Hungarian method
with RISC and then, the L2 distance measure was defined
on matching pairs of feature points so that its complexity
was greatly reduced. Hence, we find that if point corre-
spondence is accurate enough, it can simplify feature-based
measures and ensure measure performance. In general, point
correspondence consists of feature descriptors and bipartite
graph matching. Such feature descriptors have been intro-
duced in Section I. The usual algorithms of bipartite graph
matching include the Hungarian algorithm [39], the deferred-
acceptance algorithm [40] and the shortest augmenting path
algorithm [41], etc.

Compared with intensity-based and spectral-based
measures, feature-based measures and the corresponding
derivatives are simpler in mathematical form. As a result,
gradient-based numerical optimization technique is easily
applied to the optimization for feature-based measures.
This is very helpful to improve the accuracy and speed of
estimation of transformation models.

III. MATCHING POINT EXTRACTION BY GWSC
In order to formulate image registration as an optimization
problem, image registration can be considered as point set
registration. In our work, point sets are extracted from edge
maps of IR andVIS images. Hence, in this section, we present
the Gaussian-fields-based distance measure and matching
point extraction by GWSC.

A. GAUSSIAN-FIELDS-BASED DISTANCE MEASURE
The feature point sets extracted from the edge maps of IR
and VIS images are represented as R = {rm}Mm=1 and S =
{sn}Nn=1, rm, sn ∈ R2, respectively. In this work, the goal
of registration is to align IR images to VIS images. VIS
images are considered as reference images and IR images
are considered as input images. ϕp is a transformation model
with parameters p, which maps points from IR image space
to VIS image space. The solution of image registration is to
estimate transformation parameters p by aligning R to S with
ϕp. Estimation of transformation can be regarded as an opti-
mization procedure. Therefore, an objective function, which
is able to measure registration accuracy during registration
quite precisely, is very essential.

We choose Gaussian fields to construct the objective func-
tion because it is continuously differentiable and could con-
verge to global optimal solution quickly [21]. The objective
function that can be optimized during registration is therefore

min
p
E(p)=min

p
−

M∑
m=1

N∑
n=1

Cmnexp

{
−

∥∥sn−ϕp (rm)∥∥2
2σ 2

e

}
+λS(p),

(1)
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where ‖·‖ denotes the L2 norm, σe is a range parameter,
Cmn indicates the correspondence between points rm and sn.
The first term describes the distance between two point sets,
and the second term S(p) provides some control over the
transformation. λ ∈ R is a regularization penalty weight that
balances the two terms.

C can be considered as a binary correspondence matrix,
where Cmn = 1 if a point rm matches to a point sn, other-
wise Cmn = 0. Thus, C shows the point correspondences
between the point sets R and S. Apparently, the correspon-
dence matrix C determines the measuring accuracy of E (p),
because incorrect point correspondence may result in failure
of the quantization of registration performance. Meanwhile,
in a certain extent, the correspondence matrix C determines
the time complexity of optimization for the objective function
(1). The iteration number of optimization is represented as a
and the time complexity of optimization for (1) is O(MNa)
at least. Thus, the sizes of feature point sets R and S must
be small enough to avoid high computational complexity for
solving optimization problem. However, the global accuracy
of image registration cannot be correctly quantified from too
few feature points. Hence, if a set of matching point pairs
F = {(rk , sk )}Kk=1 can be precisely extracted from edge maps
of IR and VIS images, the objective function can be greatly
simplified and its measuring accuracy can be improved.

B. GAUSSIAN WEIGHTED SHAPE CONTEXT
SC is a feature descriptor which can describe the
neighborhood structures of points well. Therefore point
correspondence can be determined from edge maps by the
similarity measure with SC. In this work, the edge maps of
IR and VIS images are extracted by canny edge descriptor
[42]. The similarity measure between two points is defined
as

Csij =
1
2

T∑
t=1

(
St (bri )− St (b

v
j )
)2

(
St (bri )+ St (b

v
j )
) , (2)

where the edge point sets of IR and VIS images are repre-
sented as {bri }

I
i=1 and {b

v
j }
J
j=1

(bri ,b
v
j ∈ R2) respectively. St (·)

denotes the T -bin normalized histogram at an edge point,

St (bi) = #{q 6=bi: (q−bi) ∈ bin(t)}, (3)

where bi and q both represent edge points of an image, bi,q ∈
R2. The more details of calculatingCsij are shown in [13].Cs
can be regarded as a cost matrix between the edge points of
IR andVIS images. The lower the similaritymeasure between
two edge points is, the more similar they are.

SC has good performance on point set registration, but it
is often failed in IR and VIS image registration. Fig. 1 shows
an example of extracting a pair of matching points from edge
maps by SC. The point A is determined to be correspond-
ing to the point B by SC, but actually the correspondence
between the points A and C is true. The reason why there
is such mismatch is that edge features of VIS images may be
lost or deformed in IR images. In our work, two approaches

FIGURE 1. An example of point correspondence by the original SC.

are applied to improve in the robustness of SC for IR and VIS
image registration. One is to measure the similarity between
two points by using average SC in neighborhood, as shown
in the bottom of Fig. 1, in order to increase the range of
structural feature. The other one is to improve the distinction
between non-corresponding points via the relative distance
between edge points bri and b

v
j . Therefore, a cost matrix with

the feature descriptor GWSC can be written as follow,

Cg =
(
D−1r WrCsWvD−1v

)
∗Wrv, (4)

where Wr , Wv and Wrv are the weight matrixes
computed by using Gaussian kernel as follows:
Wr

il = exp{ − εr
∥∥bri − brl

∥∥2}, i, l ∈ {1, 2, . . . , I };

Wv
ju = exp{ − εv

∥∥∥bvj − bvu
∥∥∥2}, j, u ∈ {1, 2, . . . , J}; Wrv

ij =

exp{εrv
∥∥∥bri − bvj

∥∥∥2}. εr , εv, εrv ∈ R+ determine the range
of interaction between points (i.e. neighborhood size). Dr =

diag(
∑I

b=1W
r
ib) andDv = diag(

∑J
b=1W

v
jb) are the diagonal

degree matrixes of Wr and Wv, respectively. ∗ denotes
Hadamard product. Cg is an attribute matrix between edge
points of IR and VIS images, where the lower Cgij denotes
that the possibility of correspondence between two edge
points bri and b

v
j are greater.

C. EXTRACTION OF MATCHING POINT PAIRS
On the basis of cost matrix, the correspondence between two
point sets can be determined by the algorithms of bipartite
graph matching. However, it is not required for image reg-
istration to determine the maximum matching between all
edge points in IR and VIS images. Furthermore, there must
be incorrect point correspondence in the maximum match-
ing due to missing boundaries between IR and VIS images.
Therefore, the algorithms of bipartite graph matching, such
as the Hungarian method, are not suitable for image registra-
tion. In addition, bipartite graph matching is computationally
expensive since the numbers of edge points in real images are
very large in most cases.

For achieving image registration, the major purpose of
point correspondence is to extract matching point pairs from
all edge points. Here, a fast algorithm is developed to extract
matching point pairs with the cost matrix Cg. It is outlined as
follows.
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Algorithm 1 Fast Extraction of Matching Point Pairs
Input: an pair of IR and VIS image, parameters εr , εv and
εrv
Output: the set of matching point pairs F
1 Use canny edge descriptor to extract edge point sets
{bri }

I
i=1 and {b

v
j }
J
j=1

from IR and VIS images;
2 Compute the GWSC cost matrix Cg between
{bri }

I
i=1 and {b

v
j }
J
j=1

by (4);
3 Locate the minimum of each row in Cg and a set of

the corresponding column indices is indicated asMv;
4 Locate the minimum of each column in Cg and a set

of the corresponding row indices is indicated asMr;
5 According toMv, a set of point correspondence can

be written as Cv={(bri ,b
v
q)|i ∈ {1, 2, . . . , I } ,

q ∈ Mv};
6 Similarly, Cr={(brp,b

v
j
)|j ∈ {1, 2, . . . , J} , p ∈ Mr};

7 The set of matching point pairs can be determined by
F={(rk , sk )}Kk=1 = Cv ∩ Cr .

Using Algorithm 1, the point pairs with the relatively
lowest cost of GWSC are extracted as the feature points
for the distance measure. Therefore, the algorithm of fast
extraction can reduce incorrect point correspondence as far as
possible. Moreover, it is obviously that the time complexity
of the steps 3∼7 is O(IJ ), which is far less than that of
bipartite graph matching. In addition, F actually contains the
point pairs that are most likely to match each other and thus,
it indicates potential correspondence between IR and VIS
images.

According to the set of matching point pairs F , the
objective function (1) can be simplified by

min
p
ES (p) =min

p
−

K∑
k=1

exp

{
−

∥∥sk − ϕp (rk)∥∥2
2σ 2

e

}
+λS (p) ,

(5)

where (rk , sk ) ∈ F . Compared with (1), the simplified
objective function IV) has lower computational complexity,
because K is significantly less thanM×N in general.

IV. ESTIMATION OF ENHANCED AFFINE
TRANSFORMATION
Transformation model ϕp is a map function determining
directly the accuracy of image registration. Meanwhile, ϕp
indicates the pattern of deformation between two point sets
(or two images). In this section, the EAT model is developed
to describe the global regularity of non-rigid deformation
between IR and VIS images. Then, a strategy with coarse-
to-fine optimization is employed to estimate the parameters
p of the EAT model from the set of matching point pairs.

A. EAT MODEL
In general, IR and VIS images to be aligned are captured
by image fusion systems with parallel optical axis of IR and
VIS cameras. The deformation between IR and VIS images

is caused by the following factors: the displacement between
IR and VIS cameras, the different lens of IR and VIS cameras
and the different parameters of IR and VIS sensors, etc. Thus,
the deformation between an image pair can be considered as a
mixture of various regular patterns. On the basis of the above
analyses, we believe that the global deformation between an
IR and VIS image pair should exhibit a more complex regular
pattern.

The affine transformation model is a typical model
describing the global regularity of linear deformation
between two images, where the spatial transformations of all
points are conformed to a unified pattern. The affine model
has the superiorities of easy implementation and low cost.
Furthermore, a transformation model with global regularity
has two advantages: 1) there is no requirement of control
points; 2) the scale of spatial transformation is consistent for
all points. Thus, it is helpful for non-rigid image registration
to generalize the affine model from linear to non-linear case
in order to accurately describe the complex regular pattern
of global deformation between IR and VIS images without
control points. This is also the motivation of the proposed
EAT model.

rk = [x, y] is a 1 × 2 dimensional coordinate vector and
ϕp (rk) = [x̂, ŷ] represents the mapping location of rk . The
EAT model is formulated by

ϕp (rk) = [x, y, 1]AT
+[G (x, y,α) ,G (x, y,β) ], (6)

where the affine transformation matrix A =[sx cos θ ,
− sin θ , tx ; sin θ , sy cos θ , ty], θ is angle of rotation, sx and sy
are scaling coefficients, tx and ty are translation coefficients.
G(·) is defined as follow:

G (x, y,α) =
5∑
i=2

i∑
j=0

wiαi,jx jyi−j

G (x, y,β) =
5∑
i=2

i∑
j=0

wiβi,jx jyi−j,

(7)

where αi,j, βi,j ∈ R, wi ∈ R+. α and β are respectively
the 18 × 1 dimensional parameter vectors of polynomial
transformation. α = [α2,2, α2,0, α2,1, α3,3, α3,0, α3,2, α3,1,
α4,4, α4,0, α4,3, α4,2, α4,1, α5,5, α5,0, α5,3, α5,2, α5,4, α5,1].
β = [β2,2, β2,0, β2,1, β3,3, β3,0, β3,2, β3,1, β4,4, β4,0, β4,3,
β4,2, β4,1, β5,5, β5,0, β5,3, β5,2, β5,4, β5,1]. The weight vector
with wi is defined asw =[w2, w2, w2, w3, w3, w3, w3, w4, w4,
w4, w4, w4, w5, w5, w5, w5, w5, w5], which is used to balance
the two terms of (6) and control G(·) in a reasonable range.
Moreover, the weight vector is able to determine which terms
in G(·) are calculated for the EAT model, in order to adjust
the nonlinearity of the EAT model. The first term of (6) is the
affine transformation model describing the pattern of linear
deformation between two point sets, while the second term
is a non-linear transformation model consisting of quadratic,
cubic, quartic and quintic polynomial transformation mod-
els. Substituting (7) into (6), the EAT model becomes the
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following matrix form:

ϕp (rk) = πkAe(p), (8)

where the 1 × 21 dimensional polynomial vector πk = [x,
y, 1, x2, y2, xy, x3, y3, x2y, xy2, x4, y4, x3y, x2y2, xy3, x5,
y5, x3y2, x2y3, x4y, xy4]. Ae(p) is considered to be the EAT
matrix with the parameter vector p and defined as

Ae (p) =
[
A|
[
αw|βw

]T]T
, (9)

where the weighted parameter vectors of polynomial trans-
formation are αw=wT ∗ αT and βw=w

T ∗ βT, respectively.
The 41×1 dimensional parameter vector p =[θ , sx , sy, tx , ty|
α|β]T. By using (8), the objective function IV) becomes:

min
p
ES (p) = min

p
−

K∑
k=1

exp

{
−
‖sk − πkAe(p)‖2

2σ 2
e

}
+λtr

(
(p− z) (p− z)T

)
, (10)

where the 41× 1 dimensional vector z =[0, 1, 1, 0, . . . , 0]T,
tr(·) denotes the trace. The second term of (10) describes the
change extent of the parameter vector p during optimization
process. It is able to give the objective function penalty when
the variation of p is excessive.

B. OPTIMIZATION
It can be seen in (10) that the objective function with the
EAT model is continuously differentiable with respect to the
transformation parameter vector p. Thus, the derivative of
(10) is given by

∂ES (p)
∂p

=
1
σ 2
e

K∑
k=1

∂πkAe (p)
∂p

(πkAe (p)− sk)T

exp

{
−
‖sk − πkAe(p)‖2

2σ 2
e

}
+ 2λ(p− z), (11)

where the derivative of the EAT model can be written as
follow:
∂πkAe(p)

∂p

=



−sxx sin θ − y cos θ x cos θ − syy sin θ
x cos θ 0
0 y cos θ
1 0
0 1
wT
∗ π̂T

k 0
0 wT

∗ π̂T
k


, (12)

where π̂k= [x2, y2, xy, x3, y3, x2y, xy2, x4, y4, x3y, x2y2, xy3,
x5, y5, x3y2, x2y3, x4y, xy4], 0 represents 18× 1 dimensional
zero vector.

By using the derivative (11), gradient-based numerical
optimization technique can be employed to determine the
optimal transformation parameter vector p. In this work,
the quasi-Newton method is introduced to solve such opti-
mization problem. However, the optimization procedure is

limited by local convergence, because of the following rea-
sons: 1) the Gaussian-field-based objective function is convex
only in the neighborhood of the optimal solution; 2) the
convergence of the quasi-Newton method is susceptible to
the choice of initial value. It is obviously that the chance
of reaching the global optima is partly determined by the
EAT model. The EAT model with low nonlinearity is able to
prevent the objective function (10) from local convergence.
But registration error may be large, because the EAT model
with low nonlinearity is not accurate enough to describe
the non-rigid deformation between two point sets. The EAT
model with over high nonlinearity may not properly optimize
the objective function, because it can increase the influence
of initial error between IR and VIS images, resulting in
deviation of gradient direction, as seen in (12). In the pro-
posed EAT model, it is easy to adjust the orders of polyno-
mial transformations by using the weight vector w, in order
to regulate the nonlinearity of the EAT model. Therefore,
to improve optimization performance, a strategy with coarse-
to-fine optimization is designed and outlined in Algorithm 2.

Algorithm 2 Non-Rigid Registration by the EAT Model

Input: the set of matching point pairs F={(rk , sk )}Kk=1,
parameters σe and λ
Output: the optimal EAT matrix Ae

1 Construct the set of the polynomial vectors for
{rk}Kk=1, which is represented as {πk}

K
k=1;

2 Initialize the transformation parameter vector p to
zero vector, and set w2 = w3 = w4 = 2× 10−4,
w5 = 0;

3 By using the derivative (11), optimize the objective
function (10) by the quasi-Newton method, and then
obtain the optimal parameter vector pc of coarse
optimization;

4 Initialize the transformation parameter vector to pc,
and set w2 = w3 = w4 = 2× 10−4, w5 = 1× 10−7;

5 By using the derivative (11), re-optimize the objective
function (10) by the quasi-Newton method, and then
obtain the optimal parameter vector po of fine
optimization;

6 The optimal EAT matrix Ae is computed by (9) with
po.

The coarse optimization implemented by the EAT model
with mainly quartic polynomial model consists of the second
and third steps of Algorithm 2. With the optimal result of
the coarse optimization as initial value, the fine optimization
consisting of the fourth and fifth steps is then achieved by the
EAT model with mainly quintic polynomial model. The opti-
mal EAT matrix Ae indicates the regular pattern of non-rigid
deformation between a pair of IR and VIS images.

To calculate each pixel’s transformation, the set containing
the polynomial vectors of all pixels in an IR image (it is
represented as {πq}Qq=1, where Q represents the number
of pixels in an IR image) is constructed firstly and then,
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FIGURE 2. Dataset of IR and VIS images.

the corresponding transformation result is obtained by (8)
with Ae and {πq}Qq=1. Because there may be some blank
areas in an image after transformation, an image interpolation
algorithm such as bilinear interpolation is required.

C. COMPUTATIONAL COMPLEXITY
As seen in the objective function IV-B and the corresponding
derivative (11), their time complexity are both O(K ). In the
quasi-Newton method, we use Armijo criteria to calculate
the optimal search step and determine when to stop the opti-
mization procedure. Thus, at each iteration, the calculation
of the objective function needs to be performed twice and
the calculation of the corresponding derivative needs to be
performed once. Because the size of the EAT matrix Ae
is fixed, the total time complexity for solving optimization
problem at each iteration is O(K ). It’s worth mentioning that
K is significantly less than the number of edge points in IR
and VIS images. This is favorable for reducing the runtime of
optimization.

The space complexity for solving the optimal EAT matrix
is O(K ) due to the requirements of storing the set of the
polynomial vectors {πk}

K
k=1 with the size ofK×21. Similarly,

the space complexity for the spatial transformation of an IR
image can be written as O(Q). This is helpful to deal with
large scale problems.

D. IMPLEMENTATION DETAILS
The state-of-the-art methods of non-rigid registration, such
as TPS-RPM [33], CPD [38] and RGF [34], require data
normalization so that it has zero means and unit covariance.
However, floating point arithmetic can increase the difficulty
of hardware implement, especially when dealing with the
problem of precision and overflow. The integer coordinates
of an image can be used for our method directly without any
normalization. This can simplify the calculation steps and
make our method easy to be implemented.

Our method requires the parameters to be set as follows:
εr = εv = εrv = 0.8, σe = 6 and λ = 0.02. εr , εv and εrv are
used to adjust the neighborhood sizes of GWSC. The range
of Gaussian field in the objective function is defined by σe.
λ is employed to regulate the trade-off between the closeness
of two point sets and the smoothness of the solution. These
parameters and the weight vectorwwere determined through
multiple experiments and kept constant throughout this work.

In addition, the influence of the parameter settings is shown
in Section V. D.

V. EXPERIMENT
In this section, we tested the performance of the proposed
GWSC at first. Our method was then compared with the
state-of-the-art methods on real IR and VIS images. At last,
an ablation study of the proposed EATmodel is reported. The
experiments were implemented by the computer with 3.9GHz
Intel Core CPU, 4GB memory and Matlab code.

A. DATASET
In this work, the proposed method was evaluated on the
dataset of real IR and VIS images. The dataset selected from
OTCBVS [43] and CVC [18] datasets consists of the eight
pairs of IR and VIS images, as shown in Fig. 2. The different
intensity distributions and missing structures of the IR and
VIS images are challenging for extraction of matching point
pairs and estimation of transformation models. Meanwhile,
it is obviously that there exists non-rigid deformation between
the IR and VIS images. Therefore, by using this dataset,
the performance of the proposed GWSC-EAT can be assessed
effectively. In addition, the resolutions of the image pairs
(a) and (b) are both 320×240. The resolutions of (c), (d) and
(e) are 189× 136, 166× 170 and 227× 151, separately. The
resolutions of (g) and (h) are both 283× 189.
To establish the ground truth, we manually selected actual

matching point pairs in each image pair. The average number
of actual matches selected manually in an image pair of our
dataset is approximately 101.5. On the basis of the ground
truth, quantitative evaluation can be implemented by using
recall as the metric. For an actual matching point pair (rg, sg),
the mapping of sg in transformed images is represented as

stg. If the Euclidean distance
∥∥∥rg − stg

∥∥∥ falls in an accuracy
threshold (e. g., 3 pixels), we consider that sg is aligned to
rg correctly. Therefore, the recall can be defined as the ratio
between the number of actual matches aligned by registration
method correctly and the number of actual matches in the
ground truth.

B. EVALUATION OF GWSC
Although many improved algorithms of SC have been
proposed, the most of them are applied to shape match-
ing or point set registration. Since it is difficult to determine
significant shape in the real images of the dataset (Fig. 2),
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FIGURE 3. The illustrations of point matching by SC, RISC and GWSC on the dataset (a), (h) and (d). The lines indicate the correspondence pairs.

FIGURE 4. The recalls of point matching by SC, RISC and GWSC on the dataset.

some feature descriptors, such as IDSC [14], CDSC [15]
and NWSC [16], cannot be used to point matching in IR
and VIS images. Hence, in this section, the proposed GWSC
was compared with the original SC [13] and RISC [17] on
ground truth of the dataset. In order to test the performances
of the feature descriptors, the bipartite graph matching of
SC, RISC and GWSC was all implemented by the Hungarian
method [39].

Fig. 3 shows the qualitative results of point matching by
SC, RISC and GWSC on part of the dataset, where the lines
indicate the correspondence pairs. Fig. 4 reports the quantita-
tive results of point matching on the dataset. It can be seen that
the qualitative results conform to the corresponding recalls
well. The average recall of GWSC is 82.8%, while those of
SC and RISC are 24.5% and 17.7%. On the one hand, this
shows that RISC is not suitable for point matching in multi-
modal images. On the other, the qualitative and quantitative
comparisons demonstrate that the proposed GWSC is able to

significantly improve the accuracy on point correspondence
of IR and VIS images.

The runtimes of point correspondence by SC, RISC and
the proposed GWSC were also tested on ground truth. The
computation times of the cost matrixes with SC, RISC and
GWSC are all about 1.03 mins for 830 pairs of points.
Actually, the major difference among the runtimes of point
correspondence by the different approaches is the runtime
of bipartite graph matching, as shown in Table 1. We can
see that for 830 pairs of points in ground truth, the average
runtime of bipartite graph matching with GWSC is about
0.47 mins, while those of SC and RISC are about 2.31 mins
and 2.68 mins respectively. It is obviously that GWSC signif-
icantly improves the efficiency of bipartite graph matching.
The reason for this is that the cost matrix with GWSC can
describe the degree of correspondence between two point
sets more accurately so that the number of augmenting paths
in corresponding bipartite graph is less. Thus, this again
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TABLE 1. The runtimes of bipartite graph matching with SC, RISC and GWSC on ground truth (min).

demonstrates that the proposed GWSC is more robust than
SC and RISC for point matching in IR and VIS images.

There are mainly two differences between SC and the
proposed GWSC. Firstly, it is assumed in GWSC that struc-
ture feature is similar between the points in the neighbor-
hoods of two corresponding points. In other words, one point
is determined to be matched with another point if all points
in the neighborhoods of these two points exhibit similarity in
terms of spatial structure. Secondly, it is assumed in GWSC
that the displacement between one point in IR image and
its corresponding point in VIS image is not over large. This
is easy to be implemented by adjusting the optical axes
of IR and VIS cameras in real applications. Based on the
above two assumptions, non-corresponding points are more
distinguishable. This is helpful to improve the robustness of
point correspondence. The experiment results also show the
effectiveness of the proposed GWSC.

C. COMPARISON EVALUATION WITH THE
STATE-OF-THE-ART METHODS
In this section, the performance of the proposed GWSC-EAT
was compared with those of the five state-of-the-art methods:
CPD [38], RGF [21], RPM-L2E [34], MR-RPM [17] and
SC-TPS [13], which are able to estimate transformation
model from point feature. To be fair, the point sets obtained
by Algorithm 1 were used for all the above methods on an
individual image pair. In this work, the MATLAB codes of
these registration methods were provided by their authors
and the parameters of these methods are the same as those
set by their authors. To present registration results visually,
an image fusion method with bilateral filter was employed
in this experiment. The detail layer is extracted from a VIS
image and fused with the corresponding IR image by an
average fusion strategy.

The qualitative results of the various methods are
shown in Fig. 5, including the results of edge map
registration and image registration. Firstly, since all regis-
tration results are based on the feature point sets obtained
by Algorithm 1, the qualitative results demonstrate that
Algorithm 1 finds enough corresponding feature for accu-
rate matching and performs well on IR and VIS image
registration. Secondly, MR-RPM has excellent perfor-
mance of point set registration, but it does not work on
image registration because the transformation models esti-
mated from local feature by MR-RPM are not able to
achieve global image registration accurately. In general,
the results of RPM-L2E and RGF are better than those
of CPD and SC-TPS. This demonstrates that the Gaussian
field criterion is helpful for improving the accuracy of
non-rigid registration. Thirdly, from the qualitative results

of Fig. V-D we can see that the registration quality of the
proposed GWSC-EAT is greatly superior to those of CPD,
RPM-L2E, MR-RPM and SC-TPS, while it is slightly better
than that of RGF. Next, the quantitative comparisons are
required to further test the performance of the proposed
method.

Fig. 6 reports the quantitative comparisons of CPD, RGF,
RPM-L2E, MR-RPM, SC-TPS and GWSC-EAT on the
dataset. We can see that in most cases, the recall curves of our
method are significantly above those of the other approaches
when the accuracy thresholds are more than about 3 pixels.
This demonstrates that the other methods may perform well
on non-rigid registration for some local areas of images, but
the proposed method is able to achieve more accurate global
registration of IR and VIS images. This is also supported
by the average matching errors of the various approaches on
this dataset. The total average matching error of GWSC-EAT
is about 2.27 pixels, while those of CPD, MR-RPM, RGF,
RPM-L2E and SC-TPS are about 3.97, 7.56, 2.97, 3.81 and
4.80 pixels. Compared with the other approaches, our method
reduces the average matching error by about 50.8%.

It is obviously that the EAT model is the key element
making our method better than the state-of-the-art methods.
The EAT model is different from the existing non-linear
transformation models: it does not require control points
to achieve non-linear image transformation. In the existing
non-linear transformation models, such as the TPSmodel, the
RKHS-based model and the B-spline model, control points
can be regarded as the key parameters of transformation
models. However, the selection of control points is difficult
to be optimized for image registration. The performance of
transformation models may be limited with low quantity of
control points, while computation complexity is significantly
increased with large quantity of control points. Moreover,
the location distribution of control points also influences the
accuracy of image registration. Because the parameters of
transformation models with control points are mainly opti-
mized in the neighborhoods of control points, the mapping
of every point is determined by nearby control points. As a
result, the registration accuracy may be degraded in the points
which are relatively far from control points. According to the
above analyses, we find that the performances of transforma-
tion models with control points are limited by the uncertainty
of control points. In other words, transformation models
with control points rely heavily on local feature so that the
precision of non-rigid image registration is limited.

There is none of the above issues in our method, because
the EAT model consisting of the affine model and the
polynomial model requires no control points. From (9) we
can see that except for the weight vector w, all parameters
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FIGURE 5. Qualitative registration results of CPD, RGF, RPM-L2E, MR-RPM, SC-TPS and the proposed GWSC-EAT on the
dataset. The blue and red lines separately represent the boundaries of IR and VIS images. The arrows highlight regions
where there exist significant differences between the registration results of GWSC-EAT and the other approaches.
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FIGURE 6. Quantitative comparisons of CPD, RGF, RPM-L2E, MR-RPM, SC-TPS and the proposed GWSC-EAT on the
dataset. The numbers in the legend are the average matching errors.
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FIGURE 7. Quantitative comparisons of the EAT model with various
orders and registration strategies on the dataset. The numbers in the
legend are the total average matching errors.

of the EAT model can be optimized for image registration.
This is a reason why our method is more accurate than the
state-of-the-art methods. In addition, the EAT model prefers
to describe the regularity of global deformation rather than
local deformation nearby feature points.With the EATmodel,
the mapping of every point is determined by a regular pat-
tern (8). Hence, although the EAT model is estimated from
feature point sets, non-rigid image transformation can be
implemented without feature point sets in our method. The
distances between non-feature and feature points do not affect
the spatial transformation with the EAT model in non-feature
points. Thus, the EAT model is able to reduce the depen-
dence of non-rigid image transformation on local feature and
improve registration accuracy.

D. AN ABLATION STUDY OF THE PROPOSED EAT MODEL
In order to test the performance of the EAT model, we
compared our method with the simplified versions of
GWSC-EAT. Fig. 7 reports the total average recall curves and
the total average matching errors of the corresponding results
on the dataset. In the legend of Fig. 7, ‘‘Ours’’ represents the
complete version of GWSC-EAT, while the others represent
the simplified versions of our method. The simplified ver-
sions are modified from GWSC-EAT with the various weight
vector w and only coarse optimization.
EAT-A denotes the simplified version with w = 0 (i.e. the

affine model). EAT-2 denotes the simplified version with
w2 = 2 × 10−4 and w3 = w4 = w5 = 0. EAT-3 denotes
the simplified version with w2 = w3 = 2 × 10−4 and
w4 = w5 = 0. EAT-4 denotes the simplified version with
w2 = w3 = w4 = 2 × 10−4 and w5 = 0. EAT-5 denotes
the simplified version with w2 = w3 = w4 = 2 × 10−4

and w5 = 1 × 10−7. EAT-6 denotes the simplified version
with G (x, y,α) =

∑6
i=2

∑i
j=0 wiαi,jx

jyi−j and G (x, y,β) =∑6
i=2

∑i
j=0 wiβi,jx

jyi−j, where w2 = w3 = w4 = 2 × 10−4,
w5 = 1 × 10−7 and w6 = 1 × 10−10. Thus, the highest
orders of the EAT models in EAT-2∼EAT-6 are 2, 3, 4, 5 and
6 respectively.

Firstly, we can see in Fig. 7 that the non-linear transfor-
mation models are superior to the affine model (EAT-A) in

non-rigid registration of IR and VIS images. It demonstrates
that the non-linear part in the proposed EAT model improves
the performance of non-rigid registration.

Secondly, it is found that the higher order of the EAT
model is not always better. The EAT models with the highest
orders ≤ 5 are getting better with higher order, while the
EAT model with the highest order = 6 is worse than
EAT-5. This demonstrates two points: 1) the EAT model with
low non-linearity is not enough to accurately describe the
regular pattern of global deformation between IR and VIS
images; 2) the EAT model with over high non-linearity can
enlarge the influence of initial error between IR and VIS
images, resulting in performance degradation of the quasi-
Newton method. Thus, according to Fig. 7, we set the highest
order of the EAT model to 5 in our method.

Thirdly, the experiment results show that the complete
version of GWSC-EAT has better performance than the sim-
plified versions. Particularly, although the highest order of the
EAT model of our method is the same as that of EAT-5, our
method is superior to EAT-5. It is proved that the strategy with
coarse-to-fine optimization is able to weaken the impact of
initial error and raise the chance of reaching global optimal.

The influence of the parameter settings was also inves-
tigated on our datasets. The results are shown in Fig. II.
Obviously, it can be seen that the best performance of
GWSC-EAT is achieved at εr = εv = εrv = 0.8, σe = 6,
λ = 0.02, w2 = w3 = w4 = 2 × 10−4 and w5 = 1 × 10−7.
In addition, When w2,w3,w4 > 2×10−4 or w5 > 1×10−7,
the matching error is increased rapidly. This is because the
EAT model with greater w has more wide range so that the
mappings of pixels are easy to exceed the size of images.
Thus, it is proved that the weight vector w is able to control
the EAT model in a reasonable range.

E. RUNTIMES
We also tested the runtime of the proposed method and
compared it with RGF and RPM-L2E. These methods for
image registration can be divided into three steps: extraction
of feature points, estimation of transformation and image
transformation. In real applications, for two point sets each
containing 1000 boundary points, the average runtime of fea-
ture point extraction by the Hungarian method with GWSC
is about 10 mins, while the fast feature point extraction
(Algorithm 1) can reduce the runtime to about 1.3 mins.
According to the above result of runtime and the quali-
tative results in Fig. 5, it is proved that without complex
algorithms of bipartite graph matching, the proposed GWSC
performs well on matching point extraction from IR and VIS
images. This also demonstrates the advantage of GWSC on
robustness.

Table 2 reports the runtimes of transformation estimation
and image transformation, which are indicated as Te and
Ti respectively. The Te of our method is significant lower
than those of RGF and RPM-L2E thanks to the simplified
objective function (11). Meanwhile, the Ti of our method is
slightly higher than that of RGF because ourmethod hasmore
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FIGURE 8. Illustration of the influence of parameter settings on the dataset.

TABLE 2. The total average runtimes of transformation estimation and
image transformation (s).

parameters than RGF in this experiment. The dimension of
the parameter vector of our method is 41 × 1, while that of
RGF with 15 control points is 15× 2 in this work. From the
total runtimes we can see that on the basis of the same feature
point sets, our method is able to achieve fastest registration
of IR and VIS images compared with RGF and RPM-L2E.
In addition, RGF is the typical method that solves the corre-
spondence by optimization, while RPM-L2E and our method
both require potential correspondence. From Table 2 we
can see that the methods with potential correspondence are
faster on transformation estimation. This shows that potential
correspondence can reduce the computation complexity of
transformation estimation.

VI. CONCLUSION
Image registration is a prerequisite for a good fusion of IR and
VIS images. In this work, we proposed amethodGWSC-EAT
for non-rigid registration of IR and VIS images. On the basis
of SC, the GWSC is proposed to extract matching point pairs
from IR and VIS images without any complex algorithms of
bipartite graph matching. Meanwhile, the EAT model gen-
eralizing affine model from linear to non-linear case is able
to accurately describe the regularity of global deformation
between IR and VIS images. The various experiments show
that GWSC-EAT is superior to the state-of-the-art methods
on the accuracy of non-rigid image registration. In addition,
it is also proved that the framework of non-rigid image regis-
tration with potential correspondence can improve the speed
of image registration.

The weakness of the proposed method is that GWSC-EAT
relies on image edge. If there are too much fuzzy
edges, or there exist no significant edges, the proposed
method may fail in image registration because the accu-
racy of the distance measure may be decreased with lower
quantity of edge points. Although the EAT model describing
the regularity of global deformation can reduce the influ-
ence of this weakness, it is still a common problem for
feature-based registration methods. In addition, the canny
edge detector adopted in our method is old and not robust
to the intensity inhomogeneity and complex multiplicative
noise in infrared images. Therefore, in future, we have two
research focuses: 1) develop novel edge-preserving filtering
of infrared images; 2) findmultiplicative-noise-robust feature

to reduce the dependence ofmultimodal image registration on
image edge.
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