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ABSTRACT With the widespread adoption of Internet connected devices and the application of Internet of
Things (IoT), more and more research efforts focusing on using machine learning techniques in recognizing
activities from IoT sensors, especially in solving multi-label classification problems. Without considering
the associations among labels, traditional approaches aim to transform the original multi-label classification
problem into several single-label classification problems. The loss of information among labels will damage
the classification performance. In this paper, we proposed a novel hybrid label-basedmeta-learning algorithm
for multi-label classification based on an ensemble of a cluster algorithm and generalized linear mixedmodel
(GLMM). In this algorithm, the clustering phase is performed to catch the association among labels and
to reduce the computational complexity from vast label subsets simultaneously, and the GLMM phase is
performed to solve dependence of a subject with multi-labels in training data. The numerical results show
that the proposed algorithm outperforms others, especially for cases with relatively large number of labels.

INDEX TERMS Clustering, generalized linear mixed model (GLMM), meta-learning, multi-label
classification.

I. INTRODUCTION
The Internet of Things (IoT) is a link and exchange network
of messages formed by physical objects, such as vehicles,
machines, household appliances, etc.. Moreover, IoT relies
on a large number of technologies, such as the applica-
tion development interface (API), that connects devices to
the Internet [1]. The main goal of the IoT is to make it
more intelligent by providing information to the surrounding
environment, which requires automated data and historical
data to be intelligently calculated to automatically make
informed decisions [2]. The Internet of Things is widely
used, as long as the object can collect and provide the device
management platform with the monitored signals or infor-
mation through sensors, and then feedback the specific deci-
sion and indicate the original object to further action. For
instance, smart home, wisdom door locks, smart refrigerators,
smart cars, smart cities, etc., the core of these wisdom or
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intelligence relies on predictive analysis based on machine
learning. Therefore, how to deal with the large amount of
data collected from the sensor and analyze the pattern to
become information is an important research topic. In other
words, the IoT platform should provide a data analysis system
withmachine learning techniques to help various applications
analyze sensor data to find relevance and make the best
response.

Therefore, in recent years, more and more researchers
are investing in the development of new machine learning
algorithms. In general, the main types of machine learning
methods can be classified into supervised learning and unsu-
pervised learning. Traditionally, supervised learning analyzes
the data with the label Y and the feature vector X and uses its
attributes to build up the classification model with the highest
classification accuracy. This model is called a classifier and
uses this classifier to predict labels of new observations.
Supervised learning is often applied to handwriting identifi-
cation, medical diagnosis, label processing of speech or text,
etc.. Therefore, many important technologies and methods
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have been developed, such as neural networks, decision trees,
Bayesian learning and support vector machines.

In traditional multi-class classification problems, each
subject only can be associated with single label, however,
in many classification problems, many subjects may belong
to multiple labels at the same time. For example, an image
might belong to both the blue sky and the beach labels. This is
called the multi-label classification problem. In other words,
in multi-label classification problem, each subject can be
associated with multiple labels. Take document classifica-
tion for example, each document can be assigned to more
than one class. Nowadays, many algorithms, such as neural
networks, decision trees, k-nearest neighbors, kernel meth-
ods, and ensemble methods, have been proposed to inves-
tigate multi-label data including text classification [4], [5],
image/video annotation [6], [7], bioinformatics/protein func-
tion classification [8], music categorization [9], and directed
marketing. In IoT applications, when classifying Activities
of Daily Living (ADLs) of smart home inhabitants, it is
likely that multiple inhabitants are living in the same home,
the multi-class or multi-label classification is needed [3].

A. RELATED WORK ON MULTI-LABEL LEARNING
The multi-label classification algorithms can be divided
into two different types, algorithm adaption methods and
problem transformation methods (algorithm independent
methods) [10], [11]. The first one is algorithm dependent
approaches which extend specific learning algorithms to
solve the multi-label classification problems directly, such
as decision tree [12], support vector machine [13], neu-
ral network [5] and boosting learning algorithms [14]. For
instance, The decision tree method in [12] is modified from
C4.5 algorithm to classify genes based on their functions.
The tree nodes are defined by the entropy of C4.5 algorithm
and the formula is modified in order to solve multi-label
problems.

The second one is algorithm independent methods by
transforming the original multi-label classification problem
into one or more single-label classification problems. This
transformation can be divided into label-based and instance-
based transformation. In the label-based transformation, each
label is predicted through an independent binary classifier
hλ : X → {0, 1} for λ ∈ L, where X is a design matrix
and L is a finite set of class labels; hence, there are N single-
label classifiers used as the number of original classes is
equal to N . Each classifier is linked to one of classes and
trained by one-against-rest/one-against-all technique, which
marks the subjects from ith class as positive and subjects from
the remaining classes as negative; hence, it is just like to
solve binary classification problems. Then, for the prediction
of a new subject x, each classifier independently provides
a predicted value, such as a probability or a real number,
to determine whether λ is associated to x (hλ(x) = 1) or not
(hλ(x) = 0). This approach is referred to the Binary Rele-
vance (BR) learning, which is theoretically simple and has a
linear complexity with respect to the number of labels [15].

However, BR learning assumes that the labels are indepen-
dent resulting in ignorance of the possible correlations among
labels [16], [19] and dependence of a subject with more than
one labels in training data. In contrast to the label-based
transformation, the instance-based transformation produces
both binary and multi-class classification problems by con-
verting multi-label into different subset L, L ∈ 2|L|, as a
distinct single label. For example, some techniques convert
the original multi-label problem into single-label problems by
elimination of multi-label instances, creation of new single-
labels and decomposition of a multi-label problem into a
set of single-label problems. This approach is referred to
the label powerset (LP). The advantage of LP learning is
considering correlations among labels because it contains all
possible label subsets, but the drawback of this approach
is computationally expensive because the label subsets may
potentially be quite large. Therefore, random k-label-sets
(RAKEL) approach is proposed in [20]. RAKEL transforms
multi-label classification to many multi-class classification
by iteratively constructing an ensemble of LP classifiers
which is trained by different small random subsets of labels.
In order to obtain better performance, the RAKEL approach
needs to be tuned many parameters (such as subset size,
number of models, and threshold). However, it is hard to
find optimal parameters, as the number of training samples is
insufficient [21].

B. STRATEGIES FOR MULTI-LABEL CLASSIFICATION
In this paper, we focus on the second type, problem trans-
formation methods, and propose a novel hybrid label-based
learning algorithm for multi-label classification, which is
based on an ensemble of a clustering algorithm and general-
ized linear mixed model (GLMM) [22]. This approach over-
come some limitations of existing label-based methods, since
the association among labels and dependence of a subject
with more than one labels in training data are considered and
solved through clustering algorithm and GLMM. In addition,
the proposed hybrid method will avoids the large number of
label subsets to reduce the computational complexity by clus-
tering labels in advance. In contrast to the RAKEL approach,
there is no tuning parameter in the proposed hybrid meta-
learning algorithm. To understand the effectiveness of the
proposed hybrid method, we compare the performance of
the proposed method with the notable instance-based learn-
ing method, the multi-label k-nearest neighbor (MLKNN)
method, which was proposed in [23]. Furthermore, we also
compare the proposed method with a problem transformation
method, binary relevance method (BR) [15], and two algo-
rithm adaption methods, multi-label ferns (Ferns) [36] and
randomForestSRC [37]. The empirical results show that the
proposed hybrid method is very promising in terms of the
rank loss and average precision.

In the following section, we state the proposed algorithm
and the details of each component step first, and explain
the related works of used statistical methods. Subsequently,
empirical results based on some benchmark data sets are
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reported. Finally, a brief conclusion remark and discussion
follows.

II. THE PROPOSED METHOD
Assume a subject i have features Xi = {xi1, . . . , xip} where
i = 1, . . . , n, and labels Yi = {yi1, . . . , yil}, where yik = 1 if
subject i belongs to the label λk ; otherwise yik = 0, and λk is
an element of a finite set of class labels L = {λ1, . . . , λl}.

A. HYBRID META-LEARNING
Meta learning is a technique for assembling many (sub-)
classifiers to improve the performance of component classi-
fiers [24], [25] and also can be defined as a learning algorithm
which is applied to the ‘‘learned meta-knowledge’’ [26].
In others words, the meta-learning approach is a very use-
ful technique which computes a number of (sub-)classifiers
first and integrates these (sub-)classifiers to boost overall
performance [25], [27]–[29]. Some approaches have been
proposed to solve the multi-label problems by applying
the meta-learning techniques [20], [21], [30]. Therefore,
the meta-learning algorithm includes at least two phases:
(1) meta-learner construction and (2) process of ensemble.

The proposed ‘‘Hybrid label-based meta-learning with
generalized linear mixed model’’ (HybridLBGLM) approach
first cluster the multi-labels for finding implicit dependency
among labels. Then, it constructs two types of meta-learner,
between-group and within-group meta-learners. By utilizing
the dependency information, between-group meta-learners
compute rough discrimination information with whole train-
ing data. For subjects with dependent labels, Within-group
meta-learners further compute precise discrimination infor-
mation. Finally, discrimination information from between-
group learner and within-group learner are integrated for
final decisions. Thus, this HybridLBGLM algorithm includes
four important steps. Step I, II and III are in meta-learner
construction phase, and Step IV is in process of ensemble
phase. The four steps of HybridLBGLM algorithm are as
follows.

I Cluster the multi-labels to reduce the number of labels
and to detect the association among labels.

II Construct between-group sub-classifiers via generalized
linear mixed models.

III Construct within-group sub-classifiers via generalized
linear mixed models.

IV Construct the final ensemble and the predict probabili-
ties of original labels which are the combination of the
probabilities of between-group sub-classifiers and the
conditional probabilities of within-group sub-classifiers.

B. DETECT LABEL CORRELATIONS WITH
CLUSTERING ALGORITHM
Some multi-label problems such as automatic image anno-
tation may cause the challenge of large number of labels
and many approaches have been proposed to overcome the
difficulty [31]. In this study, in order to reduce the number

of labels and detect the association among labels, we apply
clustering algorithm to cluster labels and redefine the label
for each cluster in advance. Cluster analysis is a fundamen-
tal technique to explore the latent pattern of data. Cluster-
ing algorithms assign a set of similar objects into groups
(or called clusters) such that objects in the same cluster
are more homogeneous than objects in different clusters,
and clusters are heterogeneous to each other. In general,
clustering algorithms can be divided into two major types,
the partition and the hierarchical algorithms. Partition algo-
rithms obtain clusters by optimizing the criteria function and
work efficiently for large dataset. The most popular partition
algorithm is K -means algorithm [32], which partition objects
into k clusters by minimizing within-cluster sum of squares.
However, the K -means algorithm only works on continuous
data. For categorical data, K -modes algorithm, which uses
modes to represent cluster centers rather than means, is suit-
able method to obtain clusters [33]. In contrast to partition
algorithms, hierarchical algorithms build hierarchy of clus-
ters as a tree structure, called dendrogram and are useful in
explaining subgroup structures by visualization. In this paper,
in order to deal with large dataset, we adopted K -modes
algorithm to cluster labels and detect the pattern of labels.

Let C = {C1, . . . ,Cl′} be new label clusters obtaining from
K -modes algorithm, and each original label λk only belongs
to one new label cluster Cj, where l ′ < l. Then, original label
λk can be redefined as mjr if λk ∈ Cj, where j is the index of
new label clusters, j = 1, . . . , l ′, r is the index of labels within
the cluster j, r = 1, . . . , l ′j , l

′
j is the number of labels in the

label cluster Cj and
∑l′

j=1 l
′
j = l. A subject i has a between-

group data vector (Xi,Y∗i), where the between-group label
vector Y∗i = {y

∗

i1, . . . , y
∗

il′} and y
∗
ij = 1 if subject i belongs to

any one label in Cj, and a within-group data vector (Xi,Y′i),
where the within-group label vector Y′i = {y′i11, . . . , y

′

il′l′
l′
},

and y′ijr = 1 if subject i belongs to the label mjr ; otherwise
y′ijr = 0.

C. BETWEEN-GROUP META-LEARNING WITH GLMM
We used generalized linear mixed model (GLMM) to estab-
lish sub-classifiers. Generalized linear mixed models are
widely used to analyze dependent data such as repeated mea-
surement data, longitudinal data and clustered data. GLMM
can be viewed as an extension of generalized linear models
(GLMs) which represent a class of fixed effects linear mod-
els for several types of response variables via different link
functions. Except for fixed effect, GLMMs include random
effects to consider correlations within subjects in repeated
measurement data and longitudinal data, or to capture correla-
tion structures between subjects in clustered data. The model
is as follows

g(E(Y|γ )) = Xβ + Zγ, (1)

where g(·) is a link function, X are predictors corre-
sponding to fixed effects β, and Z are predictors corre-
sponding to random effects γ following some distribution.
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References [34] and [22] are some textbooks with details of
statistical material on GLMMs.

We trained between-group sub-classifiers via one against
rest technique and new label clusters rather than original
labels. To set up sub-classifiers, we chose multinomial logit
link to predict probability of C and used random effect to
construct correlation for repeated subjects who have multi-
labels; that is,

log
Pr(Y ∗ij = 1)

Pr(
⋃

j′<j Y
∗

ij′ = 1)
= Xiβ

∗
j + Ziγ

∗
j , (2)

for j = 2, . . . , l ′. Then, we can obtain the probabilities for
each new label cluster

sj = Pr(Y ∗j = 1) = Pr(Cj) (3)

from between-group meta-learning, where j = 1, . . . , l ′.

D. WITHIN-GROUP META-LEARNING WITH GLMM
Subsequently, for each new label cluster Ck , we trained
within-group sub-classifier based on one against rest tech-
nique and original labels belonging to the new label cluster
Ck . As between-group meta-learning, we used GLMM with
multinomial logit link to predict probability of λ; that is,

log
Pr(Y ′ijr = 1|Cj)

Pr(
⋃

r ′<r Y
′

ijr ′ = 1|Cj)
= Xiβjr + Ziγjr , (4)

for j = 1, . . . , l ′ and r = 2, . . . , l ′j . Then, we can obtain the
probabilities for each label given the label cluster

qjr = Pr(Y ′jr = 1|Cj) = Pr(mjr |Cj) (5)

from within-group meta-learning, where j = 1, . . . , l ′ and
r = 1, . . . , l ′j .

E. META-LEARNERS ASSEMBLING
Finally, we assembled between-group sub-classifiers and
within-group sub-classifiers to establish the hybrid meta-
learner. For each original label, the predicted probability
is combination of the probabilities of between-group sub-
classifiers and conditional probabilities of within-group sub-
classifier; that is,

pk = Pr(λk ) = Pr(mjr |Cj)Pr(Cj) = qjrsj (6)

Fig. 1 illustrates the basic idea of hybrid label-based
meta-learning method with generalized linear mixed model.
Algorithm 1 shows the details of HybbridLBGLM algorithm.

III. EXPERIMENTS
In this section, we used the benchmark data from a
Java Library for multi-label Learning [38] to demon-
strate the performance of the proposed algorithm. We ana-
lyzed five datasets from several different application
domains such as biological, music, video and image. The
CAL500 and emotions are music data sets. The CAL500
collects 700 human-generated musical annotations including
500 popular western musical tracks. It includes 68 features

Algorithm 1 HybridLBGLM Algorithm
Input: Training Subjects {Xi}, Training Labels {Yi}, Testing

Subjects {Xs
i }, Cluster Number l ′

Output: Testing Labels {Ys
i }

1: Use K -modes algorithm to group original labelsY into l ′

new label clusters C = {C1, . . . ,Cl′}
2: Calculate the between-group label vector {Y∗i } for each

subject, where Y∗i = {y
∗

i1, . . . , y
∗

il′}

3: Calculate the within-group label vector {Y′i} for each
subject, where Y′i = {y′i11, . . . , y

′

il′l′
l′
}

4: Train the between-group meta-learner by GLMM with
multinomial logit link

log
Pr(Y ∗ij = 1)

Pr(
⋃

j′<j Y
∗

ij′ = 1)
= Xiβ

∗
j + Ziγ

∗
j ,

for j = 2, . . . , l ′ and calculate the probabilities for each
label cluster sij = Pr(Y ∗ij = 1), where j = 1, . . . , l ′.

5: Train the within-group meta-learner by GLMM with
multinomial logit link

log
Pr(Y ′ijr = 1|Cj)

Pr(
⋃

r ′<r Y
′

ijr ′ = 1|Cj)
= Xiβjr + Ziγjr ,

for j = 1, . . . , l ′, r = 2, . . . , l ′j and calculate the
probabilities for each label given the label cluster qijr =
Pr(Y ′ijr = 1|Cj) = Pr(mijr |Cj), where j = 1, . . . , l ′ and
r = 1, . . . , l ′j .

6: Calculate the probability of the original label λk for
each subject i by assembling between-group learners and
within-group learners

pik = Pr(Yik = 1) = Pr(mijr |Cj)Pr(Y ∗ij = 1) = qijrsij

7: return Pi = {pi1, . . . , pil}

and 174 labels. The emotions data includes 593 piece of
songs created from 233 musical albums and the duration of
each song was 30 seconds. It contains 72 features and six
main emotional clusters, amazed-surprised, happy-pleased,
relaxing-clam, quiet-still, sad-lonely and angry-aggressive,
which are corresponded with the Tellegen-Watson-Clark
model of mood in the emotion labeling process. The medi-
amill data set is multimedia data and contains pre-computed
low-level multimedia features from the 85 hours of inter-
national broadcast news data belonging to the TRECVID
2005/2006 benchmark. It includes 978 instances, 1449 fea-
tures and 45 labels. The image dataset scene is seman-
tic index of still scenes. In the scene data, there are six
classes including beach, sunset, foliage, field, mountain,
and urban, 2047 instances and 294 features. The biologi-
cal dataset yeast is used to predict the functional classes
of genes. The data set contains 2417 genes grouped into
14 functional classes, and each gene is described by a
103-dimensional feature vector. These multi-label datasets
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FIGURE 1. Procedure for Constructing Hybrid label-based meta-learning method with generalized
linear mixed model.

TABLE 1. Standard statistics for the multi-label data sets used in the
experiments.

are all inWeka’s ARFF format and the details are described in
Table 1.

A. EVALUATION MEASUREMENTS
The performance measures of multi-label classification are
different from single-label classification. In single-label

classification, accuracy or F-measure are usually used to eval-
uate the performance of classifiers. However, in contrast to
single-label classification, performance evaluation in multi-
label classification is more complicated. Themulti-label clas-
sification aims to build models for subjects assigned with
multiple labels simultaneously. In multi-label classification,
the results of classification are partially correct or partially
wrong; hence, an accuracy dose not work at all and there
are some measures proposed to evaluate the performance of
multi-label classification algorithms [10], [16].

Many performance measures focusing on different aspects
were proposed, such as Hamming loss, ranking loss,
one-error, average precision, coverage [14], micro-F1 and
macro-F1 [17]. Wu & Zhou (2017) show that by maxi-
mizing instance-wise margin, macro-AUC, macro-F1 and
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TABLE 2. Mean (standard deviation) for testing results of MLKNN with different tuning parameters of k .

Hamming loss are to be optimized. The other performance
measures (ranking loss, one-error, coverage, average pre-
cision, instance-F1, micro-F1, instance-AUC, micro-AUC)
except micro-AUC are to be optimized under maximizing
label-wise margin [18]. Besides, the most commonly used
performance measures of multi-label classification are rank-
ing loss, one-error, coverage, hamming loss, and average
precision.

For a classifier h and a subject with features x, let h(x) ⊆ L
be multi-label prediction of x, and let Lx be the true set
of relevant labels. Besides, f denotes the score function for
the label L. The measures of performance for multi-label
classifications are briefly described as follows.

* Rank loss computes the average of label pairs that are
not correctly ordered.

RankLoss(f )

=
#{(λ, λ′)|f (x, λ) ≤ f (x, λ′), (λ, λ′) ∈ Lx × Lx}

|Lx ||Lx |
(7)

* One error computes how many times the top-ranked
label is not relevant.

OneError(f ) =

{
1 if argmaxλ∈Lf (x, λ) /∈ Lx ,

0 otherwise

* Coverage computes how far one needs to go in the list of
labels to cover all the relevant labels of an instance. This
measure is loosely related to the precision at the level of
perfect recall.

Coverage(f ) = maxλ∈Lx rankf (x, λ)− 1 (8)

* Hamming loss computes the percentage of labels whose
relevance is predicted incorrectly.

HammingLoss(h) =
1
|L|
|h(x)1Lx | (9)

where 1 is the symmetric difference between two sets.

* Average precision computes the percentage of relevant
labels λ ∈ Lx among all labels that are ranked above it
and average these percentages over all relevant labels.

AvePrec(f )

=
1
|Lx |

∑
λ∈Lx

|{λ′|rankf (x, λ′) ≤ rankf (x, λ), λ′ ∈ Lx}|
rankf (x, λ)

(10)

B. RESULTS
We compare the hybrid label-based meta-learning with gen-
eralized linear mixed model (HybridLBGLM) approach with
the MLKNN [23], binary relevance method (BR) [15], [35],
multi-label ferns (Ferns) [36] and randomForestSRC [37].
MLKNN is the arguably the state-of-the-art in instance-based
multi-label ranking. We used the MLKNN implementation
in MULAN package [38] and tried some different size of
nearest neighbors, k , which is an important parameter in
MLKNN approach. The nearest neighborhood size setting (k)
for MLKNN is from 8 to 12. The best k , 10, is selected for
comparing with other methods. Table 2 shows the results of
MLKNN with different k settings. Binary relevance method,
which is the simplest problem transformation method, learns
a binary classifier for each label and then combined all binary
classifiers to a multi-label target.We usedmlr package [35] to
run BR, Ferns and randomForestSRC. Table 3 and 4 summa-
rize the testing results of our experiments. All the empirical
results are based on ten-fold cross-validation and 300 times
repetitions. Looking at the Table 3 and Table 4, it can be seen
that the HybridLBGLM is the best one in terms of rank loss
and average precision measures.

Table 3 shows the results for the multi-label data sets with
relative smaller number of labels. It is obvious to find that
HybridLBGLM approach performs best according to rank
loss, coverage and average precision, because this method
consider correlations among labels. The BR is the worst
method for multi-label classification. The Fern has lowest
one error, but has lower average precision. Because it may
distinguish top-ranked label to obtain higher accuracy for
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TABLE 3. Mean (standard deviation) for testing results of HybridLBGLM with relative smaller number of labels.

TABLE 4. Mean (standard deviation) for testing results of HybridLBGLM with large number of labels.

top-ranked label, but may not have sufficient discrimination
for other labels.

Table 4 demonstrates the results for the multi-label data
sets with large number of labels. There are more than
100 labels in CAL500 and Mediamill data sets. In the
HybridLBGLM approach, l ′ represents the number of label
clusters in the first stage of the proposed algorithm. We also
compare the results with the BR, the Ferns, the randomForest-
SRC and the MLKNN as k equals 8,10, and 12. The testing
results show that the HybridLBGLM has lower rank loss,
lower coverage and higher average precision in CAL500 and
Mediamill data sets. TheBR, the Ferns and the randomForest-
SRC has one error almost equal to zero and worse other
performance measures, the possible reason is overfitting in
the training sets. In summary, for large number of labels, the
HybridLBGLM approach still has competitive advantage.
The HybridLBGLM approach performs better as l ′ = 20 for
CAL500 data and l ′ = 15 for Mediamill data; nevertheless,
the variations among different numbers of label clusters l ′ are
small.

Overall, the methodology of this study has the advan-
tages here. When the number of labels is not large, such as
emotions, scene and yeast data sets, the MLKNN method
still needs to be adjusted with some different size of nearest
neighbors, k , to achieve better performance. The proposed
method in this study can obtain better prediction results with-
out tuning parameters. On the other hand, when the number
of labels is relative large such as CAL500 and Mediamill
datasets, the proposed method in this study will consider the

relationship between labels and integrate it into the prediction
model to obtain better performance results. Hence, the pro-
posed approach, HybridLBGLM, indeed shows the efficient
solution when solve the multi-label classification.

IV. DISCUSSION AND CONCLUSION
We proposed a hybrid label-based learning algorithm which
assembles a clustering algorithm and a generalized linear
mixed model to deal with multi-label classification problems.
It carries out the correlations among labels and reduce the size
of labels subset as applying one against rest technique and
cluster analysis. Additionally, it uses GLMM to construct the
association among labels and dependence of a subject with
multi-labels in training data, and finally provide the probabil-
ities of each label through the hybrid meta-learning ensemble
to obtain better predictions. In other words, the advantage
of combining cluster algorithm and generalized linear mixed
model is that reducing the size of label subsets and consider-
ing correlation among labels can be tackled simultaneously.

The first step in HybridLBGLM method is the cluster-
ing stage that can reduce the number of labels and detect
the possible correlations among labels. The clustering step
in HybridLBGLM method plays an important role to solve
the problem of label powerset which is computationally
expensive when the label subsets are potentially quite large.
However, the labels are categorical data and common cluster
algorithms such as k−means and hierarchical clustermethods
based on Euclidean or Mahalanobis distance do not work.
Hence, how to choose a suitable cluster algorithm and a
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suitable similarity/distance measure are important. More-
over, the HybridLBGLMapproach deals with the correlations
among labels by assembling between-group sub-classifiers
and within-group sub-classifiers to establish the hybrid meta-
learner. For each original label, the prediction is based on
the combination of the probabilities from between-group sub-
classifiers and conditional probabilities from within-group
sub-classifier.

In addition, the generalized linear mixed model is used
to establish sub-classifiers and to deal with the dependence
of a subject with multi-labels in training data. The GLMM
can be viewed as an extension of generalized linear models
which consider correlations within subjects in repeated mea-
surement data and longitudinal data, or to capture correlation
structures between subjects in clustered data. By applying
generalized linear mixed model, the HybridLBGLM method
can capture the correlation among sub-groups and the cor-
relation within a sub-group. This is another key point in
HybridLBGLMmethod to improve performancewhen apply-
ing binary relevance learning.

In the last step, meta-learning assembling, the final pre-
dicted probability will be assembled by the probabilities of
between-group sub-classifiers and conditional probabilities
of within-group sub-classifier. The correlation among labels
will be handled again. Thus, this HybridLBGLM approach
can overcome the disadvantage of traditional BR learning
which ignore the correlation among labels and dependence
of subject with multi-labels; as well as, HybridLBGLM
also improves the drawback of LP learning which contains
potentially large number of label subsets and computational
complexity.
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