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ABSTRACT Integrating wind power plants (WPPs) into power systems are increasing dramatically now a
day. However, the dynamic performance of power systems will be affected by the large penetration level
of such renewable sources of energy. From this context power system operators and transmission system
operators have put regulation rules to keep pushing wind power plants to safeguard limits that keep power
system more stable and reliable. One of these rules is providing a low voltage ride through (LVRT) for wind
farms without disconnecting it from the power system. The current paper implements the STATCOM as a
LVRT for a 9 MW wind farm connected to the grid through transmission system of 120 kV. For enhancing
the dynamic performance of STATCOM, two types of optimization methodologies: ant colony (ACO) and
particle swarm optimization (PSO), are proposed to fine tune the coefficients of PI controllers to optimally
manage the STATCOM dynamics.

INDEX TERMS Fuzzy controller, PI, STATCOM, PSO, ACO, HPA, DFIG, WT, VSC, THD.

I. INTRODUCTION
Concerns about climate changes are increasing nowadays,
causing many countries moving their attitudes towards
renewable energy sources. According to the international
renewable energy agency (IRENA), the integration of renew-
able energy into the power systems is hurriedly growing [1].
The energy markets have been occupied by different types of
electric energy suppliers, within which the wind power (WP)
was the most influencing and most developing sources [2].

Variable speed doubly fed induction generator (DFIG) has
been extensively utilized for converting the wind power into
electrical energy; this is due to the capability of the DFIG
to provide a fixed voltage and fixed frequency even with a
variable input wind speed. Moreover, such systems have the
advantages of low cost of back-to-back converters [3], [4].
On the other hand, due to the limited capability of DFIG in
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regulating the reactive power under severe fault conditions,
additional equipment such as STATCOM is added to the
WT-DFIG for tracking grid code requirements and getting
adequate low voltage ride through (LVRT). The grid codes
argue with the necessity of keeping the WPs integration into
the utility grid under severe fault conditions to enhance the
reliability and stability. Under grid voltage sags, the operation
of wind driven DFIG is interrupted and as a result, it con-
cludes by disconnecting the generation unit from the grid [5],
[7]. Disconnecting the wind driven DFIG from the grid is
not an acceptable action, mainly when WP contributes with
a remarkable portion of the total grid power. The LVRT is
the most commonly adopted ride-through technique which
is used when a voltage sage condition is present; it has the
ability to maintain the controllability of the system under
such operations [9], [10]. Besides providing LVRT capability,
WP must have the ability to assist the reactive power during
faults period to ensure fast recovering of active power after
clearing the fault [6].
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Several control approaches have been proposed to achieve
a co-ordinated control between the grid side converter (GSC)
and rotor side converter (RSC) of the DFIG under non-severe
voltage sags conditions, but few studies which have inves-
tigated the deep voltage sags. The problems of deep voltage
sags arise from the failure in keeping the rotor current control
due to the over-modulation occurred at the RSC as a result
to the large electromotive force (EMF) subjected to the rotor
terminals.

As a solution for this issue, the researchers in [8] have
proposed an effective voltage control technique to regulate
the operations of GSC and RSC during different types of sys-
tem faults. In [11], an improved field oriented control (FOC)
has been utilized to improve the dynamic response under
different fault conditions and the LVRT capability is realized.
In previous studies, the GSC has been used as a STATCOM
to provide the DFIG with the magnetization demands; even
though, under weak grid and for severe voltage sags, the GSC
fails in providing the required magnetizing power and assists
the voltage balance due to the reduced power rate (about
30 % of rated power, which increases the voltage instability.
Despite of the restricted power rating of the rotor converter,
the converter still has the ability to support the system insta-
bility by keeping generating of reactive power eventhough
this happens within a limited rate and under mild fault condi-
tions, as reported in [39], [40]. In addition to, variable speed
has been obtained operation between 0.7 pu and 1.2 pu [41].
According to the analysis performed in, the industrial design
of these converters provides additional operating limitation
that can reach up to 50% of the rated power, which sug-
gest means additional operatingmargins. Therefore, choosing
proper control technique can support DFIGs with reactive
power to improve the post-fault voltage profile by damping
oscillation and preventing over-shoots. However, under large
disturbances and due to the reactive power capability limits
of the DFIG, the control circuits of both rotor side and grid
side converters became over-modulated and hence lose their
ability to provide the DFIG with the necessary magnetizing
power. Under such circumstances, FACTS devices especially
STATCOMs become a vital element that can support WPP
dynamic performance and keep it tracking the associated grid
code requirements [42].

It is worth to mention that, the requirement for an exter-
nal reactive power regulator is not only a requirement for
the DFIG as a generating unit, but also for other types of
generators such as permanent magnet synchronous generator
(PMSG). Even though, the PMSG is connected directly to
the grid via a grid-side converter (GSC) which has a higher
power rating compared to that of the rotor side converter
of the DFIG; but for a deep voltage drop in the grid (due
to severe faults), the power transferring from the DC-link
of the converter to the grid will decrease drastically due to
the limitations of the converter’s current [43]. On the other
side, the generating of the power is still present, which finally
results in a rapid increase of DC link voltage.Moreover, under
asymmetrical grid fault conditions, the negative sequence

components of stator voltage and current result in increasing
the total harmonic distortion (THD).

As a quick action, the utilities isolate the wind turbine
from the universal grid to avoid a risk condition. Under
these situations, maintaining the voltage stability will be
the most critical argument for preserving a continuous and
stable duty for the wind driven DFIG. This issue can be
handled via utilizing external units such as STATCOM. The
implementation of the STATCOM is for imposing the reac-
tive power to the system at the PCC and dynamic voltage
restore (DVR) as well [6], [12]. STATCOM has been exten-
sively adopted to enhance the system dynamics under severe
grid conditions at the point of connection (PCC) with the
wind driven DFIG [26]. However, investigating the effective-
ness of STATCOM in improving the electric dynamics of
the utility grid under fault conditions is still requiring more
studies. In study [27], the artificial neural network is imple-
mented to adapt and tune the parameters of STATCOM’s
PI controller to regulate the reactive power feeding process
for power system; this method saves effectively the time
but still requires high number of iterations for testing and
training each neural. In [28], an efficient voltage controller is
adopted to enhance the performance of STATCOM in order
to realize LVRT ability for a wind turbine rotating with a
fixed speed.

In an attempt to mitigate and limit the negative effects
of voltage sages under severe fault conditions, in the cur-
rent study presented by this paper the dynamic perfor-
mance of STATCOM is analyzed via utilizing different
biological Metaheuristic techniques, while the main tar-
get is keeping the wind driven DFIG still following the
standard grid codes. Evolutionary algorithms (EAs) are
considered as stochastic search mechanisms. These algo-
rithms emulate the dynamic of biological evolution or
the species social behavior. The species follows or tracks
the other members by evolution, adaptation and learn-
ing [18]. These Meta-heuristic algorithms are considered
as elementary approaches which can achieve competent,
but not essentially optimum solutions to high sophisticated
problems [13].

Motivated by the previous review, in this paper there
are four methods have been considered for adapting the
coefficients of PI regulators to manipulate the dynamics of
STATCOM, the aforementioned algorithms are the tradi-
tional tuning (trial and error), PSO, ACO and hybrid PSO-
ACO. A complete comparison is performed to prove that
these new biological methods can be adapted to solve com-
plicated problems with a very promising result while sav-
ing time and effort by providing an acceptable LVR for
the wind farm and keeping it compliance with the grid
codes.

II. SYSTEM LAYOUT
Figure 1 illustrates a six 1.5 MW wind turbine-DFIGs con-
stituting a 9 MW wind farm. In this system three phase
transformers with rating of 575V/25 kV connects the wind
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FIGURE 1. Overall layout for the system under study.

FIGURE 2. Configuration of STATCOM and its control circuit.

farm to a 25 kV distribution system at B1. A medium line
of 30 Km length transfers the power from the wind turbine-
DFIG system to the 120 kV power grid using three phase
transformer of 25/120 kV at feeder B2. For the DFIGs,
the rotor terminals are connected to the grid through an
AC/DC/AC IGBT-based PWM converter, while stator ter-
minals are connected to the grid via a step-up transformer.
The bus bars B1 and B2 are referring to the sending and the
receiving endpoints, respectively. Near B2 it is claimed that
there are severe fault conditions and the system dynamics and
power system stability are analyzed.

III. STATCOM MODELING
Flexible AC transmission lines (FACTS) are very important
elements found in the modern AC power systems that based
on the renewable energy [15]. STATCOM that belongs to
the FACTS devices can improve the dynamic performance of
wind power plants during the un-predicted situations, hence
makes the integration of such renewable energy sources into
the power grids more reliable. STATCOM is voltage a source
converter but its behavior is not the same as the static voltage
converter (SVC), because it can provide a full operating

range by absorbing or generating reactive power according
to system situation [14]. The point at which the STATCOM
is connected is considered as the voltage control point, where
the active and reactive power flow can be regulated and con-
trolled through the STATCOMoperating condition. The basic
construction of the STATCOM is based on two voltage source
converter (VSC) with an intermediated DC-link capacitor,
and a shunt transformer connects the STATCOM terminals
to the AC transmission lines.

A. STATCOM BASIC CONSTRUCTION
Figure 2 shows the basic construction and the control circuit
of the STATCOM. Synchronization between the SATCOM
voltage and utility voltage is performed by the phase locked
loop (PLL), where the 	 value of the PLL computes the d-q
components of voltages and currents. Both the AC voltage
and the DC-link controllers represent the outer regulation
loop, where the Iq current component is responsible for regu-
lating the reactive power, the Id current component pertained
to regulate the active power. The phase angle and magnitude
of the voltage generated by the PWM converter can be con-
trolled through the current regulators according to the values
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of Iqref , Idref which are obtained from the DC-link voltage
and AC voltage regulators, respectively.

The active and reactive powers may be expressed as by the
following equations,

P =
VPCC ∗ VS

X
sin δ (1)

Q =
VPCC (VPCC − VScos δ)

X
(2)

where VPCC is the PCC system voltage, VS is the STATCOM
voltage, δ is the angle of Vg with respect to VS (this angle
is set to zero for reactive power control only), and X is the
reactance value for line connection between VPCC and VS .
Thus, to regulate the reactive power current component,

an internal feedback loop is utilized. This action can be
also realized through adapting the angle difference between
the system voltage (VPCC ) and the reactive power current
component.

B. STATCOM CONTROL TOPOLOGY
The STATCOM control circuit is illustrated in Figure 2.
In this circuit, the PLL is utilized for synchronizing the sys-
tem’s three phase voltage (V1), the PLL angle	 is then used
to calculate the direct and quadrature axis components of the
voltages and currents. The DC and AC regulators constitute
the outer adaptation loop in the controller.

The task of the Idref and Iqref current regulators is to con-
trol the amplitude and phase angle of the voltages obtained
from the PWM converter. So, the reactive power current
component is regulated through an inner feedback loop an
inner feedback loop. The operation of the current regulator
is based upon adjusting the phase difference between the
system voltage and the developed reactive power current
component. For simplicity and for saving the computational
time, the equivalent circuit model of the STATCOM is used
instead of the MMC-STATCOM, this is to save the time
taken to evaluate the parameters of STATCOMusing the opti-
mization techniques (online-adaptation). However the DC-
link response of the STATCOMwas taken into account during
evaluating the parameters for faster and better performance of
STATCOM.

It is clear that the MMC-STATCOM gives better perfor-
mance for reactive power compensation, harmonic rejection,
and for balancing system performance under disturbances.
However, it needs more control circuits which mean larger
time consumption [42].

IV. ADAPTATION MECHANISM OF
PI PARAMETERS
For regulating the STATCOM operating conditions, the PI
regulators are extensively adopted as a vital solution to
acquire an acceptable behavior [21], [22] and [24]. The dis-
advantage of traditional parameters tuning methods is that
its dynamic performance becomes unstable when the sys-
tem changes its operating state, and to avoid this shortage,
the non-linear regulator is utilized to enhance the control

capability in evaluating the most accurate parameters accord-
ing to the system operating conditions.

For conventional tuning of PI parameters used for both
experimental and simulated systems, an expert system (ES)
based upon trial and error method is usually adopted. In the
past several commercial auto-tuned PI controllers for general
purpose, higher order linear control system was available.
The expert controller contains the knowledge base of tuning
the controller.

PI controllers are most commonly adopted for control-
ling the STATCOM operation to realize a better dynamic
performance thanks to its simplicity, robustness, and wide
applicability. There are several tuning algorithms which
have been presented for the internal gains of PI controllers,
to obtain better and more definite response for the control
process. The traditional methods used for tuning the param-
eters of PI regulators are Ziegler- Nicholas method, Tyreus-
Luyben method, and Damped oscillation method. The most
commonly used method is the Ziegler- Nicholas technique
which provides better response besides minimizing the abso-
lute error. The dynamics of this method can be described as
follows,

G (S) = Kp +
1
KiS

(3)

where, Kp and Ki are the proportional and integral constants
according to Ziegler- Nicholas,

Kp = 0.45Kcu and Ki =
Pu
1.2

(4)

where Kcu and Pu are the ultimate gain and frequency.
Based on the control circuit of STATCOM illustrated

in Figure 4, the STATCOM’s reactive power is given by,

QST = VST IST (5)

IST = Kp
(
Vref − Vpcc

) /
Tr (6)

where IST and QST are the STATCOM current and reactive
power respectively, VST is the STATCOM voltage, andKp, Tr
are the proportional gains and time constant of the STATCOM
controller.

For a 1/4 decay ratio the transfer function of PI controller
is as

G (S) = 0.75KcuPu

(
S + 4

Pu

S

)
(7)

Thus the PI controller has a pole at the origin and double zeros
at S = −4/Pu.
On the other hand, this method is suffering from some

deficiencies such as consuming large time as it is based on
the trial and error procedure; this is besides the performance
degradation under the up normal system operating condition.
Thus, new techniques such as internalmodel control, artificial
intelligence and FUZZY logic methods are adopted to over-
come these shortages. Recently optimization methods are
harnessed for adapting the PI controller gains as introduced
here in the following subsections.
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FIGURE 3. PI parameter adaptation using biological methods.

FIGURE 4. Layout of FUZZY controller.

Recently, via adopting either evolutionary methods such
as PSO and ACO or artificial methods such as fuzzy,
an improvement in the PI dynamic performance can be
achieved via determining and using the most appropriate
values for Ki and Kp coefficients based on system situation
statues. The following section describes how PSO, ACO and
FUZZY are used for tuning PI parameters to realize improved
dynamic performance for STATCOM. Figure 3 shows the
adaptation process of the proposed non-linear techniques
used for tuning the PI parameters.

A. FUZZY CONTROLLER
FUZZY control does not strictly need any mathematical
model of the plant. It is based on plant operator experience
and heuristics, and it is very easy to apply [25]. Fuzzy control
is basically an adaptive and non-linear control, which gives
a robust performance for non-linear plant with parameter
variation [26], [27]. The block diagram for FUZZY controller
is shown in Figure 4. The Knowledge base module contains
knowledge and data about all the input and output of FUZZY
partitions also it includes the term set and the corresponding
membership functions defining the input variables to the

FUZZY rule base system and the output variables or control
actions to the plant under control.

Since the FUZZY controller is basically an input/output
static nonlinear mapping, it can be used to formalize the
following control action for the PI controller [27], [28],

K1E + K2E = DU (8)

where K1 and K2 are non-linear coefficients obtained from
FUZZY controller. E is the error representing FUZZY input.
The controller output is the DU which is integrated to obtain
the new reference signal as following,

U =
∫
DU dt = K1

∫
E dt + K2

∫
cE dt (9)

Or

U = K1

∫
E dt + K2E (10)

The Figure 5 illustrates adapting FUZZY logic for tuning the
STATCOM’s PI controllers.

The nonlinear adaptive gains FUZZY controller, which are
varied on-line give the power to the FUZZY logic controller
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FIGURE 5. FUZZY controller as a PI regulator.

to make the system response robust in the presence of differ-
ent disturbance conditions. The input scaling factors K1 and
K2 can be constant or programmable which can control the
sensitivity of the operation.

B. TUNING OF PI CONTROLLER USING PARTICLE
SWARM OPTIMIZATION (PSO)
PSO is an optimization technique which was designed
in 1995 by Eberhart and Kenedy based on the birds’ flocking
social attitudes [18]. The PSO has two main stages to be
implemented, the exploration and exploitation [29], [30].

The operation principle of PSO can be described as fol-
lows:

Firstly the locations of local particles in the search area are
updated according to the following expression,

X ik+1 = X ik + V
i
k+1 (11)

where the velocity of the particles V i
k+1 is calculated by

V i
k+1 = V i

k + C1r1
(
Pik − X

i
k

)
+ C2r2

(
Pgk − X

i
k

)
(12)

where X ik is the particle location, V i
k is the particle velocity,

Pik is the optimal position of the specified particle, Pgk is the
optimal location of the swarm, C1 and C2 are the cognitive
and social parameters and r1 and r2 are numbers selected
randomly between 0 and 1.

The sequence of implementing the PSO algorithm can be
verified by the following steps
1-Intialize
a- set constants C1 and C2 number of particles (K).
b- initialize particle positions randomly.
c- initialize particle velocities randomly.
d- set iter = 1.
2-Optimize
a - evaluate the function value F ik using design space coordi-
nates X ik .
b - if F ik ≤ F

i
best then F

i
best = F ik ,P

i
k = X ik .

c - if F ik ≤ F
i
g then F

g
best = F ik ,P

g
k = X ik .

d - if stopping condition is satisfied, then go to step 3.
E - update all particle velocities if V i

k for i = 1..... P.
f - update all particle positions if X ik for i = 1..... P.
g - increment K.
h - Go to 2(a).
3-Terminate.

FIGURE 6. Implementation procedure for PSO-PI controller.

In the current paper, the PSO is modified to achieve precise
tuning for the parameters of PI controllers used by the STAT-
COM so that the wind driven DFIG keeps track of grid code
protocols for various types of grid faults [27], [31]–[33]. The
PSO technique starts with random initialization for the values
Ki and Kp then the effectiveness degree of the cost function
is evaluated and weighted with respect to the desired value,
afterwards the velocities and positions of the particles are
updated following the prescribed rules as described earlier.
The execution cycle continues until either the cost function
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develops its reference value or the number of iterations
reaches to its limit. The flowchart shown in Figure 6 explains
the steps for PSO-PI controllers.

C. ANT COLONY AS A PI REGULATOR
The operation of ant colony optimization technique is
depending on a chemical treatment (pheromone) which is
provided by ants during searching for foods on the ground;
this pheromone can guide effectively the other ants to walk
forward the target [34]. The more ants pass through a certain
path, the more pheromones are left, and this leads to increas-
ing the probability of selecting this path by other ants. In addi-
tion, when the number of left pheromone is high, the ants can
find the appropriate path to the food in shorter time. So this
means that the chemical reaction developed by ants depends
entirely on the number of ants which are using this path [35].

The updating mechanism for the Pheromone can be
described as follows;

The pheromone of each individual ant is being left on
the edges of the traveling route until the ants complete all
iterations. The total number of pheromone per each edge is
expressed by,

τij (t + 1) = 1τij + (1− ρ) τij (t) (13)

where τ is the pheromone mark, and ρ is the rate by which
the pheromone evaporates. ρ ∈ [0, 1].
Based on probability, the ants start to move from one place

to another. At first, the accessed positions must be allocated
in taboo table. After that, the available degree is defined and
calculated by ηij = 1

dij
. The probability by which the K th ant

can select between positions is defined by

Pij (t) =


(
τij
)α (

ηij
)β

6 (τik)
α (ηik)

β
j ε allowed K

0.0 else

 (14)

where α and β denote to the pheromones balancing weights.
These two values are utilized to evaluate the relative impact
of the route pheromone and heuristic data.

The following steps explain the initialization of the attrac-
tiveness base (τ ), and visibility (η) for each ant.
For i < max iteration do:

For each ant does
Choose probabilistically (based on previous equation of

probability) the subsequent state to move into;
Repeat until each ant completed a solution;
End

. . . . . .For each ant that completed a solution do:
Update attractiveness (pheromone trail τ ) for each ant

path that traversed;
End

If (local best solution better than global solution)
Save local best solution as global solution;

End
Via analyzing the ACO operation, it can be concluded

that the ACO can be utilized as a feasible tool for analyzing

FIGURE 7. (a) ACO as a PI controller. (b) ACO optimization process.

the graphically expressed problems. The ACO was primarily
reformed to tune PI gains by [36]. The graphic illustration
of ACO technique used to tune the PI parameters is shown
in Figure 7.a.

In Figure 7.a, it can be shown that there is a combined set
of Ki and Kp which forms a node (cite) at which the ant is
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looking at the food. In the current study there are 100 nodes
through which the ants search to obtain the optimal gains
and those nodes are selected among the upper and lower
limits of Ki and Kp [36]. The sequential steps in the ACO
optimization process to fine tune PI controller are illustrated
in the flowchart of Figure 7.b.

D. PI CONTROLLER BASED ON HYBRID
ACO-PSO (HPA)
Both ACO and PSO algorithms are formulated through emu-
lating the animal behavior while seeking to find the food. But
the implementation procedure is not the same, in ACO tech-
nique the ants generate pheromone routes and based on the
weight of this pheromone all ants starts to walk through this
route towards the food, while PSO procedure is formulated
based on the birds memories to update its location through
the tribal area. So the PSO algorithm provides a vast search
plan to determine the optimal swarm location and the ACO
technique searches the optimal solution around the global
optimum location. To achieve fast reach to the optimal global
position with less number of iterations, the hybrid ACO-PSO
(HPA) technique is used. The HPAwas primarily presented in
[37], [38]. During the implementation procedure of the HPA
technique, the optimal solutions acquired by PSO (Pgbest )
and ACO (Xgbest ) are compared at each iteration, then both
the pheromone trail and the bird’s velocity and position are
updated based on the reached optimal solution. Since the
HPA algorithm depends on the main principles of both the
PSO and ACO, the following relationships describe the HPA
implementation stages:

If F(Pgbest ) ≤ F(Xgbest )

Xgbest = Pgbest

Else

Pgbest = Xgbest (15)

The following flowchart outlines the implementation proce-
dure of the HPA technique used for enhancing the perfor-
mance of PI controllers which streamlines the STATCOM
dynamic behavior. Figure 8 illustrates the HPA technique.

E. OBJECTIVE FUNCTION OF OPTIMIZATION
TECHNIQUES
It is clear that, the classical tuning methods applied for PI
controller to obtain best value of integral and proportional
gains can be performed using trial and error based expert sys-
tem (ES). The expert controller contains the knowledge base
of tuning the controller and takes several iterations until the
best values for PI parameters are obtained. This means more
time, regarding system contingency conditions. From this
context the optimization techniques are modified and refor-
mulated to generate precise and proper PI controller gains
according to specific constraints. The time rate for solving
the procedure of the proposed methods is shown in Figure 9.
From this figure and during startup time the classical method

FIGURE 8. Implementation procedure for the HPA process.

FIGURE 9. Time rate for executing the proposed procedures.

shows divergence which lead to increase the startup time and
may lead to make this method get stuck around this value.
On the other hand the metaheuristic methods show simple
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FIGURE 10. Error percentage for the objective value.

TABLE 1. Parameters of PSO algorithm.

TABLE 2. Parameters of ACO algorithm.

TABLE 3. PI controller gains for various tuning algorithms.

ramp down to achieve the objective value. Another major
comparative quantity is shown in Figure 10 where the error
percentage is lower for the biological methods and is larger
for the classical method. The parameters used for both PSO
and ACO methods are given in Tables 1 and 2, respectively.

The main incentive for the biological methods is the objec-
tive function, where the sequence steps move around a certain

target with a specific constant. There are four common equa-
tions that employed to represent the objective function. These
equations are, integral absolute error (IAE), and the inte-
gral time absolute error (ITAE), integral of time multiplied
squared error (ITSE), and the integral squared error (ISE).
As presented in [25] the dynamic assessment of the cost func-
tion procedures was carried out, and it was concluded that the
ISE approach has the best performance compared with the
other techniques under transient operating conditions. Nev-
ertheless, in the current study the ITAE function is activated
to achieve the targets, which are minimum overshoot points
and lower settling time. The ITAE function is specified by,

ITAE =
∑n

i=1
t (i) ∗ abs(error (i)) (16)

It is well realized that the main task of the STATCOM is to
provide the reactive power under various fault states so that
the DFIG can keep its operation during this fault condition.
So the cost function here is Vpcc≥ 10% of its nominal value.

From Figure 4, it can be noticed that there are three PI con-
trollers which are used to regulate the STATCOM electrical
dynamics. These controllers are the AC PI voltage controller,
AC PI current controller and the DC PI voltage controller.
So The ITAE function is employed, where the target here
is to minimize the cost function (J) accompanied with the
following constraint.

For the AC voltage regulator

J =
∑n

i=1
t (i) ∗ abs(Vacref − Vacmeas (i)) (17)

With the constraint of

12 ≤ Kp ≤ 22, 1500 ≤ Ki ≤ 2500

For the AC current regulator

J =
∑n

i=1
t (i) ∗ abs(iacref − iacmeas(i)) (18)

With the constraint of

4 ≤ Kp ≤ 12, 44 ≤ Ki ≤ 66

For the DC voltage regulator

J =
∑n

i=1
t (i) ∗ abs(Vdcref − Vdcmeas(i)) (19)

With the constraint of

0.0005 ≤ Kp ≤ 0.0015, 0.02 ≤ Ki ≤ 0.045

Table 3 addresses the different values of PI controller gains
using different tuning algorithms.

V. RESULTS AND DISCUSSION
For testing the performance of different PI parameters tun-
ing techniques used with the system shown in Figure 1,
a Matlab/Simulink software is utilized. The system’s data are
presented in Table 8. The clear function of the STATCOM is
to relieve the effect of voltage sag across the power lines near
bus B1 via presenting the proper LVRT action. The control
methods introduced in this paper are employed to maintain
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TABLE 4. Shows a review for international grid codes for WTs-LVRT.

the wind farm following the grid code requirement besides
improving the power quality quantities. Table 4 gives a sum-
mary of international grid code requirements. The dynamic
response from the proposed tunning techniques mentioned
earlier has been evaluated under three different fault types,
the three phases, the double phase and the single line fault.
All faults last for 100 ms within which the STATCOM’s
operation is actuated to provide the wind-turbine DFIG with
the necessary magnetization required to keep track with the
desired grid codes. A detailed comparison between the dif-
ferent tuning techniques is reported in Table 5 where the
distinguished values are the maximum overshoot (MOS),
maximum undershoots points (MUS) and the settling time
(Ts) for power quality values (voltage and currents) at buses
B1, B2, and Vdc (volt) of the DFIG rotor side converter. This
is in addition to the active and reactive powers recovery time
and responses for theWT-DFIG are investigated, and the rotor
mechanical speed (ωr ) is terminated too.

A. SYMMETRICAL THREE PHASE FAULT
Figure 11 illustrates the dynamic behavior of the system for
a three phase fault applied at a near point to the bus collector
(B1). During the fault interval, the terminals of the rotor side
converter are connected to crowbar resistances collection so
as to prevent the excessive rotor current, while at the same
time the STATCOM is providing the necessary reactive power
to the DFIG to avoid the disconnection of the wind farm
from the utility grid. At bus B1 the voltage level increases to
more than 13% of its rated value. The performance of the PI
regulators, based FUZZY regulators, based PSO algorithm,
based ACOmethod and based HPAmethod have been shown
in figure 11(a), 11(b), 11(c), 11(d) and 11(e) respectively.
A comparison between the proposed methods utilized for
tuning the STATCOMPI controller is summarized in Table 5.

B. LINE TO LINE TO GTOUND FAULT
As shown in Figure 12, a double line to ground fault
occurs at 1.2 sec and lasts for 100 msec within which the

operation of the STATCOM is actuated trying to prevent
the negative sequence currents from spreading to the utility
grid by injecting a reactive current beside decreasing the
mechanical stress that the shaft of the DFIG-WT exposes.
The figure shows the performance of the different tech-
niques which have been applied in this paper; (a) using
PI regulators. (b) using FUZZY regulators. (c) using PSO
algorithm.(d) using ACO method.(e) using HPA method.
As stated, the demonstration of the proposed techniques is
shown in Table 5.

From Table 5 it is clear that both FUZZY method and
the meta heuristic methods (PSO, ACO, HPA) have better
dynamic performance and better power quality than the reg-
ular PI method, however the designing of FUZZY system
needs for gathering more information from the expert system
beside testing the system before using it to make sure that
it does perfectly, but the biological methods can adapt itself
to obtain the proper gains that drives the STATCOM without
gathering or testing the system just by using some constraints
and objective function which lead to save time and effort
beside providing better dynamic response during transient
conditions.

C. SINGLE LINE TO GROUND FAULT
The final fault condition investigated in this paper is the single
line to ground fault. During this fault type un-symmetrical
components are generated causing unbalanced voltage and
currents, so the STATCOM is activated to mitigate the effect
of the negative sequential components to spread in the system
power lines as shown in Figure 13. Figure 13 illustrates
a comprehensive comparison between the dynamic perfor-
mance under single line to ground fault using different control
methods; (a) using PI regulators. (b) using FUZZY regulators.
(c) using PSO algorithm.(d) using ACO method.(e) using
HPA method.

According to the data shown in Table 4, the grid code
states that the voltage level of wind turbine generation system
has to be located in a range between zero and about 20% of
its rated value under three phase faults for definite periods
according to the national grid data provided by each country,
so from the results in Figure 11, it can be noticed that the
voltage level for three phase fault stays at 13% of rated
voltage value at bus B1 and switches to 85% of its rated
at B2. Meanwhile, during asymmetrical faults intervals the
voltage level exhibits a value of 30% of its rated at B1 and
switches to 93%of its rated atB2. From the illustrated results,
the voltage recovers to its rated after 2.5 cycles for 3-phase
faults and after 2 cycles for both the 2-phase fault and the
1-phase fault, this is achieved without using any resistors
connected to the stator terminals as presented in [13], [17] and
presents better dynamic behaviors compared with the results
obtained in [16].

Since the most serious problem that the WT-DFIG would
face is the deep faults that occur at the nearest bus to
the DFIG. However, using STATCOM accompanied with
a proper control scheme enhances the dynamic response
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FIGURE 11. System dynamic behavior under three phase fault (a) usingPI regulators. (b) using FUZZY regulators. (c) using
PSO algorithm. (d) using ACO method. (e) using HPA method.
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FIGURE 11. (Continued) System dynamic behavior under three phase fault (a) usingPI regulators. (b) using FUZZY regulators. (c) using PSO algorithm.
(d) using ACO method. (e) using HPA method.
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FIGURE 11. (Continued) System dynamic behavior under three phase fault (a) usingPI regulators. (b) using FUZZY regulators. (c) using PSO
algorithm. (d) using ACO method. (e) using HPA method.

TABLE 5. Numerical summary of results obtained.

of the system under the grid fault conditions. It is clearly
noticed that the current signals at B1 as shown in Figure 11,
are almost recovered its pre-fault nominal value during the

3-phase faults. On the other hand for asymmetrical faults
the STATCOM injects the reactive power needed to compen-
sate the negative sequence currents, hence the grid currents
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FIGURE 12. Dynamic performance under double line to ground fault (a) using PI regulators. (b) using FUZZY regulators. (c) using PSO algorithm.
(d) using ACO method. (e) using HPA method.
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FIGURE 12. (Continued) Dynamic performance under double line to ground fault (a) using PI regulators. (b) using FUZZY regulators. (c) using PSO
algorithm. (d) using ACO method. (e) using HPA method.
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FIGURE 12. (Continued) Dynamic performance under double line to ground fault (a) using PI regulators. (b) using FUZZY regulators. (c) using PSO
algorithm. (d) using ACO method. (e) using HPA method.

appears almost balanced currents. The grid currents take
about 1.5 cycle to recover its nominal value during the post-
fault interval for all fault cases.

From results shown, the most severe case that the DC-link
voltage of the rotor side converter encounters is in the time
of the three phase fault where the Vdc presents a value
of 1.5 of its nominal value which much better than other
results obtained in [12].The value of Vdc obtained in this
paper (1.5Vdc rated) is higher than the value the DC-link
reaches in [16] which is 1.25 of the nominal, however the
dynamic system response under the severe faults conditions
is much better because of the ability of the STATCOM
in limiting the peak value to be within the safe permissi-
ble range, besides providing fast recovery time after clear-
ing the fault. For the 2 – phase un-balanced severe faults,
the maximum value of the DC-link voltage is 1.3 of its
rated value with pulsation between +50 and-50. While for
1-phase faults the peak o the DC-link voltage is 1.23 of
its rated value and the pulsation looks like the double line
fault.

Alongside illustrating the components of power quality at
buses B1 and B2, there is a remarkable issue related to the
shaft of the DFIG-WT system during the severe faults, and
this issue is the increased mechanical stress. The wind turbine
shaft accelerates in an attempt to rapidly restore the voltage
and currents of the DFIG which increases the mechanical
stress on the turbine shaft. Speeding up the DFIG’s speed

during the un-balanced faults (single line fault and double line
fault) is a critical situation because of the resultant torque pul-
sations generated from the unsymmetrical component which
appear in the grid lines. In the following figures the DFIG’s
speed rises from 1.2 pu up to 1.25 pu within the period
of 3-phase faults, and almost constant with little fluctuation
for the asymmetrical faults.

D. ACTIVE POWER RECOVERING
The regulation of active and reactive power is considered as
a big challenge to the countries which possess large produc-
tion of electricity from wind energy plants. For this reason,
the grid requirements force the large WPPs to ensure active
and reactive power control within and after the fault occur-
rence to enhance system stability. It can be observed from
the figures that there is no discontinuity for the active power
during various fault conditions. Moreover, thanks to reactive
power regulation during the fault period, the active power
recovers very quickly to its pre-fault value which agrees with
the grid code terms. Table 6 shows the recovered values
of active power after distinguishing the fault for the five
algorithms described earlier.

E. ANALYSIS OF TOTAL HARMONIC DISTORTION (THD)
Although harmonics problems are not as widespread as
the RMS voltage variation, the harmonic distortion has an
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FIGURE 13. Dynamic performance under single line to ground fault (a) using PI regulators. (b) using FUZZY regulators. (c) using PSO algorithm.
(d) using ACO method. (e) using HPA method.
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FIGURE 13. (Continued) Dynamic performance under single line to ground fault (a) using PI regulators. (b) using FUZZY regulators. (c) using PSO
algorithm. (d) using ACO method. (e) using HPA method.
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FIGURE 13. (Continued) Dynamic performance under single line to ground fault (a) using PI regulators. (b) using FUZZY regulators. (c) using PSO
algorithm. (d) using ACO method. (e) using HPA method.

TABLE 6. Active and reactive power recovery after fault clearance.

impact effect on the power system components such as cas-
ing additional heating for cables, transformers and motors,
and produces interface to the communication and electronic
circuits. Therefore, the THD for the voltage and currents at

B1 are summarized in Table 7 to cmpare between the differ-
ent algorithms. From Table 7 both the biological algorithms
(PSO, ACO, and HPA) and the FUZZY algorithms have less
impact on the power system than regular PI method.
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TABLE 7. Shows the THD as a percentage of the fundamental value.

TABLE 8. Data and parameters.

VI. CONCLUSION
According to the fault location and the operating conditions
of the system, the fault can cause either temporary voltage
drop (sag), voltage rise (swells) or complete loose of voltage

(interruptions), in addition to large currents flowing from the
generators to the point of fault location. In this paper only the
voltage sage is investigated. Voltage sage and interruptions
are related power quality problem and responsible for tripping
of consumers’ loads. It is reported that large production plants
have been brought to halt by sags of 100ms duration or less,
leading to losses of hundreds of thousands of pounds so this
kind of problems give the motivation for the development of
custom power equipment such as SVC and STATCOM. Since
STATCOM is able to provide rapid active and reactive power
compensations to power systems, and therefore can be used
to provide voltage support and power flow control, increase
transient stability and improve power oscillation damping,
in this paper the impact effect of STATCOM at PCC where
a wind farm exists is investigated under deep disturbances.
Five different techniques are applied to tune the PI regulators
employed to control the STATCOM performance, classical
PI, FUZZY logic, PSO, AC, hybrid PSO-AC, the major
points to evaluate the performance of these methods are the
overshoot points during the fault occurrence and the set-
tling time for recovering the system to steady state again.
It was clear that PI has less performance efficiency than the
other techniques, and the biological methods PSO, ACO and
hybrid PSO-ACO having the best ever performance than the
FUZZY logic. Thus the meta-heuristic methods such as PSO,
ACO and HPA can be exploited to realize enhanced dynamic
behavior and saving both time and effort in formulating an
appropriatemethodologywhich keeps theWT-DFIGs follow-
ing precisely the grid code necessities.

APPENDIX
See Table 8.
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