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ABSTRACT Edge detection is a common operation in image/video processing applications. Canny edge
detection, which performs well in different conditions, is one of the most popular and widely used of these
algorithms. Canny’s superior performance is due mainly to its provision of the ability to adjust the output
quality by manipulating the edge detection parameters, Sigma and Threshold. Calculating values for these
two parameters on-the-fly and based on the application’s circumstances requires additional preprocessing,
which increases the algorithm’s computational complexity. To reduce the complexity, several proposed
methods simply employ precalculated, fixed values for the Canny parameters (based on either the worst
or typical conditions), which sacrifices the edge detection’s performance in favor of the computational
complexity. In this paper, an adaptive parameter selection method is proposed that selects values for the
Canny parameters from a configuration table (rather than calculating in run-time), based on the estimated
noise intensity of the input image and the minimum output performance that can satisfy the application
requirements. This adaptive implementation of the Canny algorithm ensures that, while the edge detection
performance (noise robustness) is higher than state-of-the-art counterparts in different circumstances,
the execution time of the proposed Canny remains lower than those of recent cutting-edge Canny realizations.

INDEX TERMS Adaptive systems, Gaussian noise, computational complexity, image edge detection,
reconfigurable architectures.

I. INTRODUCTION
Realtime video and image processing are used in a wide range
of industrial, medical, consumer electronics and embedded
device applications. These applications typically demonstrate
an increasing demand for computing power. Therefore, there
is a need for high-throughput implementations of image
processing algorithms that can perform time consuming com-
putations on considerable amounts of data. Those implemen-
tations often need to meet real-time requirements as well.

Edge detection is a fundamental pre-processing step in
many machine vision and image processing algorithms
such as image segmentation, image enhancement, tracking,
and coding [1], [2], exploited to find sharp discontinu-
ities in the image, where the image brightness or inten-
sity changes suddenly. The embedded nature of most recent
edge detection applications necessitates developing real-time
and noise-robust algorithms. Edge detection has been
researched extensively and many such algorithms have been
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proposed [3]–[5]. Among them, the Canny algorithm [6] is
still considered as the standard and basis for many efficient
solutions due to its reliable performance, especially in noisy
environments, when compared to other similar techniques.

The Canny algorithm applies a Gaussian filter for image
smoothing and noise suppression and then filters out
low-gradient edge pixels (caused by noise) based on a hys-
teresis thresholding method. The performance and computa-
tional complexity of the algorithm are strongly influenced by
its parameters, Sigma and Threshold (TH) [6].

There is a vast number of works on manipulating Sigma
and Threshold in order to improve the output quality and/or to
decrease the calculation load of Canny edge detection. In one
end of the spectrum, there are approaches which calculate
and set the parameters’ values dynamically for every input
image, based on the image characteristics (such as the gra-
dient magnitude histogram) [7]–[9]. This technique, which is
referred to as ‘‘variable-threshold‘‘ in this paper (since there is
no research reporting on dynamically calculating the Sigma
value), improves the edge detection performance, however,
imposes a very high computational complexity. In contrast,
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FIGURE 1. Original (conventional) Canny edge detection.

on the other end, to tackle the computationworkload problem,
there are researchers who use fixed values for the Canny
parameters [10]–[12]. While this approach confines the algo-
rithm complexity, it diminishes the performance specifically
when environmental conditions and application requirements
constantly change.

This paper proposes a new approach which neither cal-
culates dynamically nor assigns fixed values to the Canny
parameters, Sigma and TH. In fact it exploits a configuration
table with precalculated entries that adaptively provides val-
ues for the algorithm parameters based on the environmen-
tal conditions and application requirements. Experimental
results confirm that the new implementation of the Canny
algorithm leads to improved noise robustness and less exe-
cution time over the conventional Canny realizations.

The rest of this paper is organized as follows. Section II
briefly describes the classic Canny algorithm. In Section III,
the new adaptive Canny edge detection algorithm is pre-
sented. Experimental results are shown and discussed in
Section IV, followed by a Hardware implementation and its
evaluation in Section V. Section VI concludes the paper.

II. CANNY EDGE DETECTION ALGORITHM
The Canny is a multi-stage image edge detection algorithm
introduced for the first time in [6]. The algorithm aims to
satisfy the following three criteria:

1) Edges need to be detected with a low error rate.
2) Detected edges should be localized as close as possible

to the real edges (i.e. good localization).
3) Edges have to be marked only once (i.e. minimal

response).
As shown in Fig. 1, edge detection based on the conven-

tional Canny algorithm consists of the following operational
blocks.
• Smoothing: Using the Gaussian filter, the input image
is smoothed to remove noise.

• Gradient calculation: Legitimate edges can be found
where the image gradients have large magnitudes. The
magnitudes can be obtained by convolving the image
with the gradient masks.

• Non-Maximal Suppression (NMS): To sharpen the
edge features, all values along the gradient line, except
for the local maxima, must be suppressed.

• Thresholding: In the original Canny algorithm, two
hysteresis thresholds, namely THH and THL , exist. If the
pixel’s gradient is found greater than THH , it is consid-
ered as a strong edge. However, if the gradient is smaller
than THL , the corresponding pixel need to be discarded.

In other cases (the gradient is between THH and THL),
the pixel is marked as a weak edge (from now on, in this
paper, the term ‘‘Threshold’’ refers to the pair of THH
and THL). A weak edge can turn into a strong edge if it
is found connected to another strong edge.

While in general, both Sigma and Threshold can affect the
Canny algorithm’s sensitivity to noise, its ability to detect
fine details, and the amount of localization error in detected
edges, in particular, Sigma influences both the algorithm’s
performance and its computational complexity.

On the other hand, since the Gaussian smoothing stage
is implemented using a 2D convolver, the computational
complexity of this stage can be expressed proportional to the
convolution kernel size. For example, Kumar [13] reports that
increasing the kernel size from three to seven, results in about
five times increase in the convolver’s cycles per pixel (or
equivalently CPI). Therefore, given that Gaussian smoothing
is a computation intensive operation, appropriate selection of
the convolution kernel size can significantly affect the Canny
convolver’s performance results.

III. ROBUST EDGE DETECTION BASED ON CANNY
ALGORITHM
Selecting appropriate values for Sigma and Threshold is one
of the most critical decisions to make in Canny edge detection
since they directly impact the performance and computational
complexity of the algorithm. In this section, their effects are
studied and discussed, and thenAdaptive Parameter Selection
(APS), a new approach to implementing Canny edge detec-
tion, is introduced.

A. CANNY PARAMETERS AND PERFORMANCE
Many Canny implementations reported in the literature use
fixed values for Sigma and Threshold for every input image.
These implementations, which can be categorized as ‘‘fixed-
parameter’’ Canny, result in low-performance edge detection,
particularly for systems dealing with noisy images. Fig. 2
illustrates edge maps of the Cameraman image obtained
by applying the fixed-parameter approach. Fig. 2c, which
represents the outcome of the original Canny edge detector
for the noise-free image, is used as the basis for compari-
son. Figs. 2b, 2a and 2d demonstrate how the edge detector
behaves when 20% of Gaussian noise is added to the input
image. Fig. 2a is the edge map of the noisy image, as detected
by the original Canny algorithm with the same parameters
values as when processing the noise-free image, while Fig. 2b
represents the edge map of the noisy image generated by
the original Canny algorithm, which sets the Threshold value
based on the gradient magnitude histogram of the image.
Finally, Fig. 2d displays the result of applying the Canny
algorithm to the image with an optimal parameter set (PS)
value for Sigma and Threshold.

The importance of choosing appropriate values for Sigma
and Threshold can be acknowledged by comparing the edge
maps shown in Fig. 2. While using a fixed PS for processing
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FIGURE 2. Edge map of noise-free image.

the noisy image leads to a poor output, as demonstrated
in Fig. 2b, Fig. 2c shows that changing the Threshold value
in accordance with the input image conditions can improve
the resulting edge maps. However, the best result (most sim-
ilar to the edge maps obtained from the noise-free image;
Fig. 2a), can be achieved using the optimal PS as displayed
in Fig. 2d. Therefore, when the environment is noisy, updat-
ing the parameters with appropriate values can improve the
edge detection performance.

The smoothing process is usually performed using a fixed
predetermined Sigma value [14]–[19]. However, because of
the direct correlation between the degree of smoothing and
the Sigma value (this value itself corresponds to the stan-
dard deviation of the Gaussian filter), it may be reasonable
to change the Sigma value if the input image specification
changes. For example, having selected a small value for
Sigma, in a high-noise environment, some noisy pixels may
be incorrectly detected as edge pixels. Instead, a high value
needs to be assigned to Sigma in this scenario to avoid
misdiagnosing the edges, even though a number of legitimate
edges are not detected. In contrast, in low-noise conditions,
Sigma should take small values to provide good localization
without undue loss of real edges.

B. CANNY PARAMETERS AND COMPUTATIONAL
COMPLEXITY
The value assigned to Sigma affects not only the Canny
algorithm’s performance but also theGaussian filter’s compu-
tational complexity, which itself is proportional to the kernel
size of a compute-intensive 2D convolver realizing the filter.
Since the Gaussian kernel size is determined by the Sigma
value, reducing the filter’s computational complexity requires
the selected Sigma value to be as small as possible.

Now, the main design challenge is to find the right value
for Sigma, since it can lead to the best tradeoff between
the Canny’s computational complexity and its performance,
especially in noisy environments (to reduce the compu-
tational complexity, the Sigma value must be minimized,
whereas, it has to take a large value to improve the edge
detection performance).

TABLE 1. Performance and computational complexity tradeoff
(*: smallest Sigma value which satisfies ‘‘Performance ≥ MDP’’ must be
selected.)

On the other hand, in practice, there are situations where
the (image processing) application can tolerate some degree
of performance degradation and, consequently, a smaller
value can be assigned to Sigma to reduce the Canny’s
computational complexity. Having defined the MDP, short
for ‘‘Minimum Desired Performance’’, as the lowest per-
formance acceptable by the application, when the MDP is
lower than the maximum possible performance deliverable
by the algorithm, the Canny edge detector can work with a
smaller Sigma value, which results in reduced computational
complexity. This observation, summarized in Table 1, moti-
vates the introduction of a new implementation of the Canny
algorithm with a dynamic mechanism for assigning values to
Sigma and Threshold, adaptive to input conditions and output
requirements. This Canny edge detection is called ‘‘Adaptive
Parameter Selection’’ (APS) in this paper.

C. PROPOSED ADAPTIVE PARAMETER SELECTION
The main idea of the presented APS Canny is to find the
best values for Sigma and Threshold, based on the input
quality (input image noise level), that can deliver output (edge
maps) quality not less than the application’s MDP, while
keeping the algorithm’s computational complexity as small
as possible. Then the APS algorithm uses the noise intensity
and given MDP to select the appropriate precalculated values
for Sigma and Threshold. As demonstrated in Fig. 3, the pro-
posed dynamic parameter selection approach requires some
alterations to the original Canny algorithm as follows.
• Configuration table: A new configuration table oper-
ates in the proposed APS Canny. In each entry of this
table, and for every combination of the noise intensity
and MDP, a set of values for Sigma and Threshold
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FIGURE 3. Proposed APS Canny edge detection. Image pixels, noise intensity and MDP are inputs and edge maps are output.

is stored, that can satisfy the application conditions
and requirements. These values are precomputed offline
(only once) based on extensive analyses using a stan-
dard benchmark image dataset. In this implementation,
the noise level is evaluated by an estimator, and the
MDP is either determined by the application user or
precalculated using an offline profiler.

• Noise estimator: Based on the proposed adaptive
approach, the noise intensity of the input image is
roughly calculated using an estimator [20], [21] and
then, along with the MDP, applied to the configuration
table to select the right pair of Sigma and Threshold
values.

• Adaptive smoothing stage: Unlike the original Canny
algorithm with a simple fixed-kernel convolver, in the
proposed APS implementation, to improve the noise
robustness of Canny edge detection, the proposed
smoothing stage now accommodates a reconfigurable
2D convolver. As shown in Fig. 3, based on the noise
level estimated for the input image and MDP, a new
Sigma value is fetched from the configuration table that
determines the size and coefficients of the new kernel.

• Adaptive thresholding stage: To support the required
adaptability of the proposed Canny edge detec-
tor, the traditional hysteresis thresholding stage is
redesigned such that, instead of using fixed values
(or even employing dynamically calculated comparison
values, as presented in [8]), it can adapt itself to the
circumstances, i.e. the comparators of this stage use the
Threshold value retrieved from the configuration table
as the edge pixel selection criterion.

The following section describes the proposed flexible,
table-based APS Canny edge detection algorithm in detail
while its computational complexity and hardware implemen-
tation are discussed in Section V.

D. CONFIGURATION TABLE
For each input image, the configuration table provides an
appropriate PS for each combination of the image’s estimated
noise intensity and application’s MDP. Using the selected PS
(stored as a table entry) with the minimal calculation effort
(computational complexity), the proposed APS Canny can

TABLE 2. Ranges of sigma and threshold values.

provide the desired noise robustness, represented in the best
possible edge map.

To construct the configuration table, an enumeration
method is used in this work to investigate the impact of
Sigma and Threshold values on the performance of the Canny
edge detection algorithm (output edge map quality) under a
wide range of processing conditions. The study carried out
in this research takes a wide range of Sigma and Threshold
parameters (50 different values for each) into account, where
THH ∈ [0.01, 0.99], step 0.02 and THL ∈ [0.004, 0.396],
step 0.008 (THL = 0.4 × THH is a common assumption in
most Canny implementations [22]).

Unlikemost fixed-parameter Canny realizations, where the
Sigma value is typically set to a fixed value of about 1 [8],
[9], in the current study, Sigma ∈ [0.1, 2.7]. Observations
made in this research reveal that while the selected range is
large enough, any further increase in the Sigma value beyond
2.7 can severely reduce the edge detection performance. The
selected ranges for the parameters, shown in Table 2, result
in a total of 700 PS combinations which are investigated in
the presented research to find the most appropriate PSs that
lead to the best achievable edge maps (highest acceptable
performance according to the MDP) with the smallest Sigma
values (corresponding to the least computational complexity).

To evaluate the similarity of edge maps produced by differ-
ent implementations of the Canny algorithm,Pco, i.e., the per-
centage of correctly detected edge pixels [23], is widely used
as the quality metric in the existing literature [8], [9], [24].
According to this definition of Pco, it can be calculated as

Pco = CNC/COC (1)

where CNC is the number of true edge pixels in a noisy
image identified by the ‘‘New Canny’’, while COC is the total
number of edge pixels of the clean image recognized by the
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FIGURE 4. Performance comparison of 672 PSs for different noise intensities, where S and T represent Sigma and Threshold values, respectively.

TABLE 3. PS specification in terms of sigma and threshold values.

‘‘Original Canny’’. Here, true edge pixels are those identified
by both Original and New Canny algorithms.

In this research, to find the best PSs that suit the circum-
stances, the following steps are taken.

1) A set of eight different images from the Standard Test
Image (STI) database [25] are selected and analyzed.

2) For each image, 14 noisy versions with noise intensity
ranging from 5% to 70% (step 5%) are generated.

3) With 700 different PSs, the Canny algorithm is applied
to every noisy version of each selected STI image, and
consequently, 700× 14× 8 = 78400 different Pcos are
calculated.

4) The obtained Pcos are averaged over each noise inten-
sity (from eight images), resulting in 700× 14 = 9800
averaged Pcos. The average Pco for each combination
of the noise intensity and MDP can be calculated using
Equation 2, where N and I represent the amount of
additive noise and image (pixels) respectively.

Average Pco(N ,PS) =

8∑
i=1

CNC(N ,PS, I (i))

8COC
(2)

5) To discern a pattern from this large data set, as demon-
strated in Fig. 4, the obtained averaged Pcos are plotted
as separate curves, for 14 PS intervals with 14 curves
per interval differentiated by the 14 Sigma values from
Table 3.

Fig. 4 shows how applying different PSs affects the per-
formance of the Canny algorithm. In each of the 14 regions,

the performance sharply improves when the Threshold value
increases. However, after a certain point, the Pco gradually
starts declining in spite of the continuous rise in the THH .
The overall trend of Fig. 4 also reveals a similar relationship
between the Pco and Sigma value. This indicates that to
improve the edge detection performance, tuning up not only
the Threshold, but also the Sigma value should be taken into
account under the circumstances.

Using the curves in Fig. 4, the best PS can be selected
based on the noise intensity of the input image and MDP,
determined by the application requirements. Investigating
this figure reveals that in many situations, there is more than
one PS that can satisfy the requested MDP for a certain noise
intensity. However, to keep the convolution kernel as small as
possible, and consequently to decrease the algorithm’s com-
putational complexity, only the PS with the smallest Sigma
value should be selected.

The procedure presented in Algorithm 1 describes the
proposed PS selection process more clearly, with an example
presented in Fig. 5 that reveals details of the portion of
Fig. 4 corresponding to a noise intensity of 10%. According
to the information presented in Fig. 5, for instance, with
MDP = 94% as the desired performance, although there are
26 candidates for the PS (marked as ‘‘+’’) with Sigma =
[1.3, 1.7], only PS number 310 with the lowest Sigma value
(Sigma = 1.3 and THH = 0.19) should be selected for
this specific circumstance. Other PSs are chosen in the same
manner and the configuration table is created accordingly,
as shown in Table 4. The information presented in this table
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TABLE 4. Configuration table with Sigma and Threshold values represented by ‘‘S’’ and ‘‘T’’, respectively. Gray cells correspond to cases with maximum
achievable performance.

Algorithm 1 PS Selection
for MDP = 91 to 94 do
for N = 5% to 70% do
for PS number = 1 to 700 do
if Average Pco(N ,PS) > MDP then
Insert PS into PS candidates set

end if
end for
if PS candidates set = ∅ then
Selected PS(N ,MDP) = PS resulting MAP

else
Selected PS(N ,MDP) = PS with minimum Sigma

end if
end for

end for

FIGURE 5. Delivered performance using different PSs for noise intensity
of 10%, where 26 PSs marked as ‘‘+’’ can satisfy MDP = 94%.

is used to select appropriate values for Sigma and Thresh-
old for each combination of the image noise intensity and
MDP.

It is clear that with increased noise, the quality of
extracted edge maps decreases and the algorithm’s perfor-
mance declines. In other words, in environments with too
much noise, the maximum achievable performance (MAP)
cannot exceed a certain limit and, therefore, cannot reach the
requested MDP. Such situations, shown in the cells shaded
gray in Table 4, can only be handled by a modified version of
the aforementioned PS selection method, as discussed below.

To make the steps of the modified PS selection process
clear, first the Canny parameters (Sigma and Threshold) are
eliminated from Fig. 4 converting the figure into a sum-
mary outline as displayed in Fig. 6a. Now this new fig-
ure, which concentrates only on the relationship between
the input image’s noise intensity and MDP, simply repre-
sents the highest performance which can be delivered by
the Canny edge detection algorithm under certain noise
levels.

FIGURE 6. Maximum achievable performance for different noise
intensities.

1) For the leftmost gray-shaded cell in the top row of
Table 4, with a noise intensity of 25% and MDP =
94%, investigating Fig. 6a reveals that there is no PS
that can possibly achieve the requested output qual-
ity (MDP) and therefore this selection procedure needs
to find a PS that can deliver the MAP (the closest
deliverable performance) instead.

2) By focusing only on the curves representing the noise
intensity of 25%, all 14 intervals of Fig. 4 are searched
for a peak deliverable performance, which occurs right
at PS number 363 with Sigma = 1.5 and THH = 0.19
for MAP ≈ 93%, as depicted in Fig. 6b. Now this PS
can be stored in the configuration table as shown in
leftmost gray-shaded cell in the top row of Table 4.

3) Once the PSs of the other gray-shaded entries in the first
row of Table 4 are determined through steps 1 and 2,
the rest of the modified PS selection process is to copy
the content of an upper cell into the lower gray-shaded
cell, if there is any.

The approach presented in this paper aims to make the
Canny edge detection algorithm more noise robust with the
least computational complexity. The impact of the proposed
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APS approach on the robustness of Canny is covered in
Section IV and its effect on the implementation performance
such as the execution time are presented in Section V.

IV. APS AND PERFORMANCE
Based on the input image noise intensity and the requested
MDP, the configuration table presented in Section III adap-
tively selects values for the Canny’s Sigma and Threshold
parameters. In this section, the implication of the proposed
APS approach for the Canny algorithm’s performance is stud-
ied. In this section, the edge maps obtained from the original
Canny for the noise-free images are used as the basis for
comparison.

As mentioned in Section I, to improve the output quality,
in the variable-threshold Canny approaches, the Threshold
value is calculated on-the-fly based on the input image’s
condition. These implementations of Canny edge detection
are expected to result in a higher performance level than their
fixed-parameter counterparts. However, since they ignore
Sigma, environmental conditions such as the noise intensity
can negatively affect their output quality. In the following
sub-section, these two categories of Canny edge detection
implementations are evaluated against the proposed APS
Canny, which adaptively selects appropriate values for both
Threshold and Sigma.

A. QUANTITATIVE EVALUATION
Exhaustive quantitative studies are carried out on a subset
of 100 images selected from the Berkeley database [26] using
the PSs listed in the configuration table (Table 4). This anal-
ysis validates the flexibility of the proposed APS Canny edge
detector to adapt to the varying conditions of the input images
and to provide an extracted edgemapwhose quality is as close
as possible to that of the reference edge map.

Fig. 7 illustrates the Pco of the reference edge map and the
edge map obtained using the new APS method for different
Gaussian noise intensities from 5% to 70%, alongside Table 5
listing the standard deviations related to the APS case. With a
different marker for each Pco that corresponds to an MDP,
every point on the graph demonstrates the average of the
Pcos for the selected 100 standard images. The test results
presented in this figure can be divided into two categories:

1) Cases in which the achieved performance is not less
than the MDP. For example, for MDP = 94%, with
noise intensities from 5% to 15%, the delivered perfor-
mance is higher than the MDP.

2) Cases in which the achieved performance is lower than
the MDP. For example, for MDP = 91%, with noise
intensities higher than 20%, the provided performance
is lower than the MDP.

In the first category, the proposed APS approach works
perfectly, since in all cases the performance provided by
the adaptive Canny edge detection algorithm satisfies the
MDP. In the second category, due to the high noise intensity,
the MDP cannot be met by either the APS, variable-threshold

FIGURE 7. Edge map qualities from APS, variable-threshold and
fixed-parameter methods for different Gaussian noise intensities.

TABLE 5. Standard deviation of Pco reported in Fig. 7 for proposed APS
Canny edge detection approach.

FIGURE 8. Edge map qualities from APS, variable-threshold and
fixed-parameter methods for different S&P noise intensities.

or fixed-parameter Canny edge detectors. However, in these
cases, the output performance of the proposed APSmethod is
always higher than that of the other two approaches. Similar
investigations performed for the same images affected by
S&P noise lead to similar results, as shown in Fig. 8. From
the results presented in Figs. 7 and 8, it is apparent that using
the proposed APS Canny algorithm, the requested MDP can
be delivered in different circumstances.

As in most other cases, the state-of-the-art Canny edge
detectors reported in [8], [9] and [24] do not provide
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FIGURE 9. Comparison of edge maps of ‘‘cameraman’’ and ‘‘peppers’’ images, generated by different Canny edge detection algorithms with 20% noise
level considered for both Gaussian and S&P noise models. GN: Gaussian noise, SPN: S&P noise.

evaluation results for a variety of noise intensities. Hence,
there are not many performance measures available to be
shown in Figs. 7 and 8, but just one Pco for noise intensity
of 40% per design. They are reported in Table 6 alongside that
of the proposed Canny edge detection approach, revealing
that the APS method can deliver the best result.

B. VISUAL EXAMPLES
In order to visually evaluate the impact of the proposed
adaptive Canny, Fig. 9 is constructed. It presents the edge
maps obtained from the fixed-parameter, variable-threshold
andAPSCanny edge detection algorithms for thewell-known
‘‘cameraman’’ and ‘‘peppers’’ images with 20% Gaussian or
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TABLE 6. Comparing performance of proposed APS approach with
state-of-the-art for noise intensity of 40%.

S&P additive noise. The edge maps by the original Canny
algorithm for noise-free versions of the images are also shown
in this figure as references for comparison.

As noted earlier, in the proposed APS approach, the Sigma
and Threshold values are selected from the configuration
table. Since the environmental conditions are taken into
account in the table-based parameter selection process,
the resulting edge maps shown in Figs. 9b, 9e (Figs. 9i and 9l)
are comparable to that of the reference edge map presented
in Fig. 9a (Fig. 9h). From Figs. 9c, 9f, 9j and 9m, it can
be concluded that the new APS Canny algorithm is more
robust to both Gaussian and S&P additive noise than the
variable-threshold method (which is actually based on the
original Canny algorithm). Since in the latter, the Threshold
value is updated according to the noise intensity, the edge
detection performance for the noisy images is found to be
slightly better than the approach that works with fixed param-
eters. As shown in Figs. 9d, 9g, 9k and 9n, in the presence
of noise, due to applying same Sigma and Threshold values
previously used for detecting edges of the noise-free images,
the fixed-parameter method delivers a poor performance
compared to that of the proposed APS implementation of
Canny edge detection.

V. HARDWARE IMPLEMENTATION
This section presents hardware realization of the proposed
APS Canny edge detection scheme, based on the block
diagram shown in Fig. 3, followed by evaluation results.
As apparent from the figure, in respect to the conventional
Canny’s structure depicted in Fig. 1, the new implementation
consists of a combination of new and modified functional
modules, namely:
• the noise estimator (new),
• adaptive smoothing module (modified),
• configuration table (new) and
• adaptive thresholding (modified),

as well as the gradient magnitude and direction calculation,
and NMS units implemented based on the approaches devel-
oped in [24].

A. NOISE ESTIMATOR
The proposed hardware implementation accommodates a
noise estimation module [21] in the smoothing stage. Having
received a window of image pixels, the estimator approxi-
mately calculates the noise intensity of the pixel block as
the ratio of the number of corrupted pixels to the total
number of input pixels. In the proposed design, the noise
estimator encodes the result onto a 4-bit number represent-
ing any of the quantized noise intensities (14 of them) in
{5%, 10%, · · · , 65%, 70%}.

FIGURE 10. Sliding window used in APS convolver.

B. ADAPTIVE SMOOTHING MODULE
As discussed in Section III, based on the estimated noise
and requested MDP, a new Sigma value is fetched from the
configuration table that matches a specific convolution kernel
(each PS corresponds to a particular convolution kernel). This
means that the proposed APS Canny edge detector requires a
set of predefined 2D convolution kernels (i.e. predefined sizes
and coefficients), supported by a Gaussian filter implementa-
tion capable of working flexibly with each of those kernels.

Table 4 indicates that based on the experiments setup
(MDP and noise intensity ranges), only four (out of 14)
distinct Sigma values (i.e. 0.9, 1.1, 1.3 and 1.5) are enough
to satisfy the requirements of the proposed APS Canny
implementation.

As previously noted in Section I, Sigma is actually the stan-
dard deviation of the Gaussian distribution, where, based on
the three-sigma rule of thumb, 99.7% of the data spans within
three times the standard deviations (Sigma) of the mean [27].
Therefore, the convolution kernel size (an odd integer) has
to be determined such that the coefficients of the kernel
matrix conservatively fall inside the range ofmean±3Sigma,
resulting in two 5× 5 kernels corresponding to Sigma = 0.9
and 1.1, and two 7× 7 kernels for Sigma = 1.3 and 1.5.

Given the number of convolution kernels and their associ-
ated sizes, to implement the flexible Gaussian filter, the pro-
posed adaptive smoothing module requires 148 predefined
coefficients in total, each equivalent to a constant multiplier
when implemented in hardware. However, studying the four
kernels reveals that while coefficients equal to zero can be
simply eliminated, a number of the coefficients are com-
monly used by the kernels. Hence, some of the multipliers
can be time-shared among different Sigma values, resulting
in only 104 independent constant multiplication units.

Constant multiplication can be realized using different
approaches [28], however, in the proposed APS Canny edge
detector, it is implemented through a series of shift-add oper-
ations based on the following steps:

1) Each constant coefficient is decomposed into a set of
small powers of two to shift the multiplicand to the left
and concurrently produce all required partial products.

2) The partial products are then summed up using a tree
adder to deliver the final result.

Based on Table 7, which lists the coefficients of the 5× 5
kernel matrix corresponding to Sigma = 0.9, and by using

39942 VOLUME 8, 2020



M. Kalbasi, H. Nikmehr: Noise-Robust, Reconfigurable Canny Edge Detection and Its Hardware Realization

FIGURE 11. Configuration of constant multipliers and adder tree.

TABLE 7. 5× 5 kernel matrix corresponding to Sigma = 0.9.

the structure demonstrated in Fig. 11, the following exam-
ple briefly illustrates hardware realization of the smoothing
process via 2D convolution, and the steps to be taken in the
proposed APS Canny algorithm.

1) Once Sigma = 0.9 is selected, the proposed reconfig-
uration mechanism specifies the corresponding prede-
fined kernel matrix, presented in Table 7, by enabling
a specific combination of 21 constant multipliers,
as displayed in Fig. 11a (by applying ‘1’ to the
AND gate’s input labeled ‘‘en’’, as demonstrated
in Fig. 11b), and disabling the rest of the constant
multipliers.

2) Now the kernel matrix can be multiplied into a
same-sized window of image pixels (with the target

pixel in the middle of the window) using a network
of 8-bit wide (pixel-sized) constant multipliers, fol-
lowed by an adder architecture accumulating the con-
tributing partial products generated by the shift-add
modules (Fig. 11b) to produce a smoothed value for
the input pixel. The accumulator is constructed as a
fixed 49-operand parallel tree adder (corresponding
to the largest kernel size used in the proposed APS
Canny edge detector) and hence, receives outputs of all
constant multipliers at once. Clearly, once the Sigma
value changes (due to any alteration in the process-
ing circumstances), another convolution kernel matrix
with its own set of coefficients, implemented through
a different set of enabled constant multipliers, may be
needed.

C. CONFIGURATION TABLE
In this project, the configuration table is realized as a linear
look-up table to store the Sigma and Threshold (in fact, THH
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TABLE 8. FPGA implementation results; APS versus conventional.

and THL) values as listed in Table 4, in 56 words. Each word
of this table consists of:

• One 104-bit field to enable/disable the right combination
of constant multipliers forming the convolution kernel
matrix corresponding to either of the four Sigma values.

• Two 16-bit fields, to store two binary fixed-point frac-
tions both in the format of 0.x15x14, · · · , x1x0, represent-
ing 50 different values each for THH and THL as listed
in Table 2.

Entries of this look-up table are addressable by a 6-bit
number consists of a 4-bit code representative of the noise
intensity (provided by the noise estimator) and the input
MDP, encoded as a 2-bit number.

D. ADAPTIVE THRESHOLDING
In a vast number of hardware implementations of Canny
edge detection, where Threshold takes only a constant value,
the thresholding module is implemented as simple as a single
comparator. The adaptive thresholding stage of the proposed
APS approach takes advantage of basic comparators except
the comparison values (THH and THL) are not constant
but delivered by the configuration table based on the given
MDP and estimated noise intensity, as two 16-bit fixed-point
numbers as displayed in Table 2.

E. FPGA IMPLEMENTATION
The APS Canny edge detection scheme presented in this
work can be implemented on any hardware platform (FPGA
and ASIC) with either no or slight modification. How-
ever, since recent realizations of Canny edge detection
(especially those that claim to satisfy the requirements of
real-time video/image processing applications) are mainly
implemented on FPGA devices, for fair comparison, the pro-
posed adaptive Canny algorithm is modeled in struc-
tural/behavioral Verilog and synthesized on both Xilinx
Virtex-V (xc5vsx240t) [29] and Virtex-7 (xc7vx690t) [30]
FPGA devices using the ISE v14.7 and Vivado v18.3 design
suites respectively. In the remainder of this section, the main
comparison results are presented and discussed.

Table 8 lists the execution time (latency of processing
one frame), maximum frequency, and resource utilization
reported for a number of recent state-of-the-art Canny FPGA
implementations against those of the FPGA realization of the
proposed APS Canny edge algorithm. As the table displays,
with 263MHz clock frequency for Virtex-V and 355MHz for

Virtex-7 device, the APS edge detector processes a 512×512
image with high noise robustness in 0.99 ms and 0.74 ms
respectively, which are 24% and 43% lower than that of the
best existing implementation reported in [24].

As shown in Table 8, since the smoothing stage of the
APS approach is implemented using a set of constant mul-
tipliers and intense pipelining, the resource utilization of
the proposed scheme is higher than that of some existing
implementations. However, this extra resource usage does not
make a considerable impact since it only consumes a small
portion of the hardware components available in today’s
FPGAdevices anyhow (4% of Slice Registers and 6%of Slice
LUTs of Virtex-V xc5vsx240t FPGA). Table 8 also shows
that the proposed APS edge detector requires 144 Kb of
BRAM-FIFO in the image interface module [31] for buffer-
ing a k × k sliding window of the input image, which is
lower than those of other designs listed in the table. Similar
to conventional implementations of 2D convolution, in the
proposed APS Canny architecture, the sliding window mech-
anism moves gradually over the image providing each time,
a k × k matrix with the target pixel in the middle surrounded
by k2 − 1 neighboring pixels. This is demonstrated briefly
in Fig 10.

It is worth mentioning that the conventional implementa-
tions of Canny edge detection use a 3×3Gaussian filter which
is equivalent to taking a small and fixed value for Sigma in
all circumstances, which leads to high sensitivity to noise
and, consequently, to poor noise robustness. Given the fact
that the computational complexity of a 2D convolver with a
kernel size of k×k is inO(k2), increasing the Gaussian filter’s
size in the previous designs incurs a dramatic increase in their
computational complexity and, consequently, their execution
time.

However, in the proposed APS Canny edge detector, due
to the parallel architecture of the convolver’s multiplica-
tion module, any increase in the Gaussian kernel size only
reconfigures the way the concurrent constant multipliers are
connected to the tree adder, and therefore, has no effect on
the execution time of the smoothing stage.

VI. CONCLUSION
Canny algorithm is a popular edge detection method which is
widely used in machine vision and image processing appli-
cations as a pre-processing step. Its performance and com-
putational complexity depend significantly on appropriate
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selection of values for the algorithm’s parameters, Sigma and
Threshold. In the literature, the parameters’ values are either
precalculated, which incur a large computational complexity,
or given fixed values (regardless of the circumstances), which
results in reduced complexity but degraded performance of
the edge detector. The main objective of this work is to
determine optimal values for the algorithm’s parameters con-
sidering the additive noise intensity of the input image and the
minimum desired performance requested by the application.
The experimental results show that the proposed adaptive
parameter selection method is noise robust since it maintains
the edge detection performance within the acceptable range
under any circumstances. The hardware evaluation results
also confirm that the edge detection’s execution time is lower
than that of the state-of-the-art implementations.
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