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ABSTRACT Frame arrival detection is the first crucial task for a digital communication receiver. In this
paper, we propose a new frame arrival detection method based on the concept of matched filtering. The
proposed training sequence consists of three repeated subsequences, each including a few repeated segments
and exhibiting high sparsity in frequency domain. The proposed detection method includes the following two
stages. The first matched filtering stage employs the subsequence as the filter coefficients, which matches the
frequency sparsity of the received subsequence and could greatly improve the output signal to noise ratio.
The second stage adopts delayed autocorrelation on the filtered signal to detect the presence of training
sequence. It is demonstrated that the proposed method could outperform the conventional methods in terms
of both missed detection and false alarm probability. We derive the theoretical analysis for both missed
detection and false alarm performance.We further extend our performance analysis and numerical evaluation
to the system with carrier frequency offset (CFO). The results illustrate accuracy of the analytical results and
robustness of the proposed method against practical levels of CFO.

INDEX TERMS Two-stage, matched filtering, frame arrival detection, coarse time synchronization,
frequency selective fading channels.

I. INTRODUCTION
Frame arrival detection, sometimes referred to as coarse
time synchronization, means detecting the arrival of burst
data frame and determining the approximate frame start-
ing position [2]. This is the first crucial task for a digital
communication receiver. There are two key evaluation met-
rics of frame arrival detection: the probability of missing a
training sequence (missed detection probability) and falsely
detecting a training sequence when none is there (false alarm
probability).

There have been a number of studies reported on time
synchronization for frequency selective channels in the past
few years. Schmidl and Cox [3] presented a classic synchro-
nization algorithm using two repeated training subsequences
based on delayed autocorrelation criterion, referred to the
‘S&C’ method in the following. Using a sliding window
with half the length of the training sequence, the timing
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metric function attains its maximum at the correct estimation
point. S&C method works well at moderate and high SNR,
but for low SNR, the performance of missed detection and
false alarm may not be balanced satisfactorily. Moreover,
the timing metric of S&C method exhibits a plateau, which
causes some uncertainty in determining the exact frame start-
ing point. The structure of the training symbol was further
modified for getting a sharper peak in [4]–[6]. For example,
two methods have been presented in [4] to reduce the uncer-
tainty due to the timing metric plateau. Minn et al. [5] pro-
posed an improved algorithm for S&C method to eliminate
the influence of cyclic prefix (CP), by introducing different
sign patterns to the identical parts. Park et al. [6] introduced
a new training symbol structure with conjugate symmetry.
However, there is a large sub peak on both sides of the correct
timing sample in [6], which degrades the performance of time
synchronization especially in a low SNR multipath channel.
Ch Kishore and Reddy [7] have introduced the weighting of
time-domain preamble in timing metric to yield a shark peak
at the correct symbol boundary. Ren et al. [8] proposed a new

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 40559

https://orcid.org/0000-0002-7962-0389
https://orcid.org/0000-0003-0774-569X
https://orcid.org/0000-0003-1620-0560


W. Zhang et al.: Algorithm and Performance Analysis for Frame Detection Based on Matched Filtering

timing metric without notable sidelobes by exploiting pseudo
noise (PN) weighting. The authors in [9] have proposed the
product of the autocorrelation and cross-correlation metrics
to improve the fine timing accuracy. Ruan et al. [10] proved
that using more preambles can improve timing estimation.
The authors in [11] not only used the delayed autocorrelation
function but also took advantage of differential normaliza-
tion as well. The tome-domain symmetry of Zadoff-Chu
sequences has been exploited in [12] to provide higher corre-
lation gain. In [13], the preamble sequences are designed with
the consideration of high spectral compactness, robust initial
synchronization and low peak to average power ratio (PAPR)
waveform simultaneously.

Another kind of methods for timing recovery has
exploited the inherent correlation between CP and the
last part of the symbol in orthogonal frequency division
multiplexing (OFDM) systems [18], [19]. For example,
Van de Beek et al. proposed a time frequency joint syn-
chronization algorithm using CP to estimate the time and
frequency deviation by calculating a maximum likelihood
function [18]. The start of frame can be also blindly estimated
by exploiting the characteristics of CP [20]–[23].

On the other sides, it is demonstrated in [14] that sufficient
statistics for detection of a periodic preamble do not exist, and
conventional methods may not be optimal. Therefore, a new
method is then presented based on the idea of fourth-order
statistics to improve detection performance [14]. The work
in [15] then improved the detection performance by exploit-
ing the fourth-order differential normalization functions. The
generalization to even higher order statistics for coarse timing
estimation is further developed in [16]. Zhen et al. [17] further
exploited fourth-order statistics in frame timing estimation
for IEEE 802.11p standard.

Almost all of the above works have not specifically consid-
ered the challenging situation with low signal-to-noise ratio
(SNR). Note that low operating SNR is a direct result of
high penetration loss due to the extended coverage of certain
deployments (for example, the basement of a building). The
reliable frame arrival detection at low SNR condition is the
main focus of this work, and a two-stage frame arrival detec-
tion method is proposed. The proposed training sequence
consists of three repeated subsequences, each including a few
repeated segments and exhibiting high sparsity in frequency
domain. In the first matched filtering stage, the subsequence
serves as the filter coefficients with high frequency selectiv-
ity, which matches the frequency sparsity of the received sub-
sequence and could greatly enhance the output SNR. Then,
the delayed autocorrelation can be calculated on the filtered
signal to detect the presence of training signal in the second
stage. It is demonstrated that the proposed method could
outperform the conventional methods in terms of both missed
detection probability and false alarm probability. We provide
the theoretical analysis in terms of both missed detection and
false alarm performance, which well predict the simulation
results. Through theoretical analysis and simulation results,
we also show that the performance of the proposed method is

quite robust to the existence of carrier frequency offset (CFO)
between transceivers.Moreover, for very large CFOs, amulti-
branch CFO compensation procedure is further proposed to
maintain the detection performance.

The remainder of this paper is organized as follows.
In section II, the considered system is introduced and S&C
method proposed by Schmidl and Cox is briefly described.
The proposed two-stage method is developed in Section III.
Theoretical performance analysis is derived in Section IV.
The proposed method under the effect of CFO is investigated
in Section V. Simulation results are provided in Section VI.
Section VII concludes the paper. Preliminary results of this
work have been presented in [1].
Notations: Superscripts (·)∗, (·)T and (·)H represent con-

jugate, transpose and Hermitian, respectively; E[·] denotes
expectation; Var[·] denotes the variance of variable;
‖ · ‖ denotes the Frobenius norm operator; Re(·) denotes the
real part; Tr(·) denotes the trace operation; Cm×n defines the
vector space of all m× n complex matrices.

II. SYSTEM MODEL AND S&C FRAME ARRIVAL
DETECTION METHOD
Consider a packet-switched radio communication system
with a random access protocol. This essentiallymeans that the
receiver has no priori knowledge about packet arrival time.
Frame arrival detection (timing synchronization) should be
completed shortly after the start of the reception of a packet.
Usually, the data packet is preceded with a known training
sequence (the so-called preamble). The training sequence
and corresponding frame arrival detection method should be
carefully designed to provide reliable system performance.

A well-known frame arrival detection method is the
so-called S&C method. S&C method employs a training
sequence consisting of two identical halves in time domain
to achieve frame synchronization. The training sequence is
appended before the data transmission with CP and would
remain identical after passing through propagation channel
in the absence of noise. It applies correlation between the
first half and the second half of the received training signal
and hence it is robust against channel distortions. When the
correlation window position is correct, the phases of all prod-
uct pairs in the correlation can be aligned and the correlation
attains its maximum.

Specifically, suppose that the half length of the training
sequence is N (excluding CP) and the receiver is equipped
withM antennas. Denote the nth received basedband sample
at the mth antenna by rm(n). Then, the sum of the product
pairs can be expressed as [3]

G(SC) (d) =
M∑
m=1

N−1∑
n=0

r∗m(d + n)rm(d + n+ N ), (1)

where d is the starting point in a sliding window of 2N
samples. This window slides along in time at the receiver to
detect the arrival of frame. The received energy for the first
and second halves in the sliding window can be respectively
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calculated as

R(SC)1 (d) =
M∑
m=1

N−1∑
n=0

|rm(d + n)|2, (2)

R(SC)2 (d) =
M∑
m=1

N−1∑
n=0

|rm(d + n+ N )|2. (3)

The timing metric function can be defined by

Q(SC) (d) =

∣∣G(SC) (d)
∣∣2

R(SC)1 (d)R(SC)2 (d)
, (4)

which represents the magnitude of correlation coefficient
between first and second halves in the sliding window.
The metric in (4) can be called as delayed autocorrelation.
In the presence of frame arrival, the timing metric will reach
a plateau when there is no inter-block interference within
the sliding window. In frequency selective fading channel,
the length of timing metric plateau equals CP length minus
the channel length. In practice, since the receiver has no
idea whether there is an ongoing transmission, the sliding
timing metric can be compared with a predefined threshold.
The timing metric larger than the threshold indicates a frame
arrival. Otherwise, no frame arrival is detected.

III. PROPOSED TWO-STAGE FRAME ARRIVAL DETECTION
In general, there are two issues to consider when evaluating
the performance of detection problem. First, the probability
of missing a training sequence and not detecting the signal,
i.e., the missed detection probability. Second, the probability
of falsely detecting a training sequence when none is there,
i.e., the false alarm probability. Though S&C method is
effective and widely used for frame arrival detection, it may
not provide reliable detection performance under low SNR
condition. In this section, we present the proposed two-stage
detection method, which could outperform S&C method in
terms of both missed detection probability and false alarm
probability, especially under low SNR condition.

As shown in Fig. 1, the proposed training sequence consists
of CP and three repeated subsequences. Each subsequence is
of length W and includes K small repeated segments. Then,
the length of each segment can be expressed as P = W/K .
The proposed frame arrival detection method is composed
of two stages. In the first matched filtering stage, the sub-
sequence serves as the filter coefficients to perform filtering
on the received signal. Then, the delayed autocorrelation is
calculated on the filtered signal to detect the presence of the
training signal.

The motivation of the first matched filtering stage can
be described as follows. The frequency components of the
subsequence will mainly distributed around the P dominant
interleaved frequencies due to its repeated structure. It is
expected that, in frequency domain, the subsequence should
exhibit high sparsity with relatively large K . When the subse-
quence serves as the matched filter, the frequency response of
the filter system in the first stage also exhibits high frequency

FIGURE 1. Training sequence structure of the proposed method.

selectivity. This high frequency selectivity of the filter system
perfectly matches the frequency sparsity of the training sub-
sequences and suppresses the white noise in the null space of
the training signal. Hence, the SNR is substantially enhanced
after the matched filtering in the first stage. The basic idea of
the first matched filter stage is depicted in Fig. 2.

Moreover, without the effect of noise, owing to the
CP appended before the first subsequence, the three sub-
sequences still remain identical after passing through the
frequency selective channel. Similarly, the first subsequence
could be regarded as the additional ‘‘CP’’ in the proposed
matched filtering stage, which guarantees that the last two
subsequences could maintain the equality after the linear
convolution with the matched filter. This then enables the
typical delayed autocorrelation algorithm in the second stage,
where the presence of frame can be detected by sliding the
window with length of two subsequences along in time.

Mathematically, let us denote the subsequence by s =
[s0, s1, · · · , sW−1]T . The subsequence can be generated as
s = FHc, where F denotes the unitary W × W DFT matrix
and c ∈ CW×1 is the corresponding frequency domain pilot
vector. Here, c only hasP equi-amplitude non-zero pilot tones
which takes cyclically equi-spaced positions (with a spacing
of K tones). We consider the transmitter has one antenna
while the receiver has M antennas. The propagation channel
between transmitter and the mth receive antenna is modeled
as

hm =
[
hm,0, hm,1, · · · , hm,L−1, 0, · · · , 0

]T
∈ CW×1, (5)

where L is the channel length. Here, hm,l denotes the
lth tap of the channel at themth receive antenna. In this paper,
we assume the channel length is no greater than the length
of each segment, i.e., L ≤ P. Let SC ∈ CW×W and SL ∈
CW×(2W−1) stand for the circulant and linear convolution
matrices with subsequence s, respectively, that is,

SC =


s0 sW−1 sW−2 . . . s1
s1 s0 sW−1 . . . s2
. . . s1 s0 . . . . . .

sW−2 . . . . . . . . . sW−1
sW−1 sW−2 sW−3 . . . s0

,

SL =


sW−1 sW−2 . . . s0

sW−1 sW−2 . . . s0
. . . . . . . . . . . .

sW−1 sW−2 . . . s0

.
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FIGURE 2. The frequency domain illustration of the matched filtering process.

The received signal corresponding to the three subse-
quences at themth antenna after CP removal can be expressed
as

ym =
[
(SChm)T , (SChm)T , (SChm)T

]T
+ nm, (6)

where nm denotes the corresponding additive white Gaussian
noise (AWGN) noise expressed as

nm =
[
nm,−W , nm,−(W−1),

· · · , nm,−1, nm,0, nm,1, · · · , nm,2W−1

]T
. (7)

Performing matched filtering with the training subsequence
on the received training signal, we obtain the filtered signal
corresponding to the last two subsequences after removing
the first W samples as

y(MF)
m =

[
SCSChm
SCSChm

]
+

[
SLn

(1)
m

SLn
(2)
m

]
, (8)

where n(1)m =
[
nm,−W+1, nm,−W+2, · · · , nm,W−1

]T
∈

C(2W−1)×1 and n(2)m =
[
nm,1, nm,2, · · · , nm,2W−1

]T
∈

C(2W−1)×1. Rewrite

y(MF)
m =

[
rT1,m, r

T
2,m
]T
, (9)

with rT1,m ∈ CW×1 and rT2,m ∈ CW×1. From (8) and (9),
it is evident that r1,m and r2,m remain identical except for the
difference of noise. Here, the role of r1,m and r2,m is similar
to the two identical halves employed in S&C method. Hence,
the timing metric based on delayed autocorrelation can be
directly applied to the filtered signal to detect the presence
of frame.

Specifically, for the mth receive antenna, denote the
nth received sample before and after matched filtering by
rm(n) and r (MF)

m (n), respectively. There holds r (MF)
m (n) =∑W−1

i=0 s(i)rm(n − i). Let d stand for the starting point in
a sliding window of 2W samples. Then, similar to S&C
method [3], the timing metric in the second stage of the
proposed method can be expressed as

Q (d) =
|G (d)|2

R1 (d)R2 (d)
. (10)

where G (d)=
∑M

m=1
∑W−1

n=0 r (MF)
m (d + n)∗r (MF)

m (d+n+W ),

R1 (d) =
∑M

m=1
∑W−1

n=0

∣∣∣r (MF)
m (d + n)

∣∣∣2, and R2 (d) =∑M
m=1

∑W−1
n=0

∣∣∣r (MF)
m (d + n+W )

∣∣∣2. In practice, the window

FIGURE 3. The illustration of the procedure in the proposed method.

of length 2W is slid along in time, and a frame arrival is sup-
posed to be detected if the metric exceeds a preset threshold.
In summary, the whole procedure of the proposed method is
illustrated in Fig. 3.
Remark: Here we should emphasize that, there are a few

number of works [7]–[9] that have directly absorbed the
cross-correlation between the received signal and the pream-
ble in the designed timing metric. However, the main pur-
pose of exploiting cross-correlation in these work lies in
reducing the uncertainty due to the timing metric plateau
of S&C method. They are not motivated by the con-
cept of linear filtering and are completely different from
our idea. To the best of our knowledge, the idea of
matched filtering with high frequency selectivity to greatly
enhance the output SNR has not been reported yet among
all the existing frame detection works during the past
decades.

IV. THEORETICAL PERFORMANCE ANALYSIS
In this section, we provide theoretical performance analysis
for the proposed two-stage detection method in terms of
both missed detection and false alarm probability. The gen-
eral frequency selective Rayleigh fading channel is assumed.
The corresponding analysis for S&C method is also pro-
vided. Here we should note that, for the best of our knowl-
edge, the missed detection probability of S&C method under
frequency selective Rayleigh fading channel has not been
reported before.

Denote the preset threshold of timing metric by η. The
SNR condition is defined as ρ = σ 2

s /σ
2
n , where σ

2
s and σ 2

n
stand for the variance of the real/imaginary component for
signal and noise, respectively. Mathematically, we have σ 2

s =
‖s‖2
2W and σ 2

n = E[<(nm,i)2] = E[=(nm,i)2]. We consider a
typical frequency selective Rayleigh fading channel where
the non-zero elements in hm follow independent complex
Gaussian distribution and the average channel gain is normal-
ized at each receive antenna, i.e., E[|h|2] = 1.
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A. PROPOSED TWO-STAGE DETECTION METHOD
1) MISSED DETECTION PROBABILITY
Lemma 1: Define Z =

∑M
m=1 ‖hm‖

2 which obeys Gamma
distribution. Then, the missed detection probability of the
proposed two-stage method can be given by the following
integral:

Pmiss ≈
∫
+∞

0

ZML−1e−LZLML

(ML − 1)!
8

(
y(Z )
√
V (Z )

)
dZ , (11)

where 8(x) = 1
√
2π

∫ x
−∞

e−t
2/2dt denotes the cumulative

distribution function (CDF) of the standard normal distribu-
tion, while y(Z ) and V (Z ) are relevant to the system parame-
ters as given below:

y(Z ) = 16K 2(η − 1)W 4σ 8
s

(
Z −

M
(
η +
√
η
)

Kρ (1− η)

)

×

(
Z −

M
(
η −
√
η
)

Kρ (1− η)

)
, (12)

V (Z ) =
512
3
K 2
(
5K 2
+ 1

)
W 7σ 14

s σ
2
n (1− η)

2Z

×

[
Z −

Mη
(1− η)Kρ

]2
. (13)

Proof: See Appendix A.
Note that both y(Z ) and V (Z ) depend on Z , and the integral

of (11) may not be obtained directly in closed form. Never-
theless, in the following we develop an effective closed-form
approximation for (11).
Lemma 2: Denote Z0 =

M(η+
√
η)

(1−η) . The missed detection

probability of (11) can be approximated in closed form as
follows:

Pmiss ≈ e−
Z0L
Kρ

(ML−1∑
m=0

LMLZm0
m!Kmρm

(
1

12
(
L + 3Wρ

20

)ML−m
+

1

4
(
L+Wρ

5

)ML−m))+1−e− Z0L
Kρ

ML−1∑
m=0

Zm0 L
m

m!Kmρm
.

(14)

Proof: See Appendix B.
In order to get more insight, we further consider the asymp-

totic case with sufficient largeW and ρ. Specifically, we con-
sider ρ � Z0L

K and ρ � 20L
3W , such that Z0LKρ ≈ 0, 3Wρ

20 � L

and Wρ
5 � L. Then, we can transfer (14) into the following

asymptotic version:

Pasymmiss

=

+∞∑
m=ML

Zm0 L
m

m!Kmρm
+

1
ρML

ML−1∑
m=0

LMLZm0
m!Km

(
1
12

(
20
3W

)ML−m
+

1
4

(
5
W

)ML−m )
≈

(ML)ML

(ML)!

( √
η

1−
√
η

)ML 1
(Kρ)ML

. (15)

Note that some higher order infinitesimals have been ignored
in (15) with sufficient large ρ and W . The following obser-
vations can be made from (15): First, we observe that the
diversity gain of the detection isML. This implies the missed
detection probability can dropmore quickly as SNR increases
with a larger ML. Second, as expected, a higher threshold
increases the magnitude of

√
η

1−
√
η

and thus could further
degrade the detection performance. Third, to some extent,
the matched filtering with parameter K would equivalently
improve SNR by a factor of K . This clearly demonstrates that
the proposed two-stage method benefits from the repeated
structure of training subsequence.

2) FALSE ALARM PROBABILITY
Lemma 3: The false alarm probability of the proposed

two-stage detection method can be expressed as

Pfalse = P
(
Q (d) > η | frame arrival absent

)
≈ exp

(
− 2MWη/K

)
. (16)

Proof: See Appendix C.
It can be seen from (16) that when Pfalse is plotted in the

logarithmic scale, the false alarm probability curve linearly
decreases with the increase of the threshold η, the number of
antennasM and the segment lengthW/K of the training sub-
sequence.Moreover, from comparison between (15) and (16),
we observe that, increasing η, on one hand, decreases the false
alarm probability Pfalse, on the other hand, would increase
missed detection probability Pmiss. Hence, as expected, there
is a tradeoff between missed detection and false alarm prob-
ability to determine the threshold η. Similar observation can
be made for the parameter K .

B. S&C METHOD
In this subsection, we provide the theoretical expressions for
missed detection and false alarm probability of S&C method
under a Rayleigh fading channel. Following the similar steps
in Appendix A and B, we obtain the following Lemma 4. The
detailed proof is omitted due to the space limitation.
Lemma 4: Given a preset frame arrival detection threshold

η and SNR condition of ρ = σ 2
s /σ

2
n , the missed detection

probability of S&C method can be expressed as

Pmiss,SC ≈ LMLe−
Z0L
ρ

(ML−1∑
m=0

Z k0
m!ρm

(
1

12
(
L + Nρ

8

)ML−m
+

1

4
(
L + Nρ

6

)ML−m))+1−e− Z0L
ρ

ML−1∑
m=0

Zm0 L
m

m!ρm
,

(17)

where Z0 =
M(η+

√
η)

(1−η) .
With sufficiently large W and ρ, we obtain the follow-

ing asymptotic missed detection probability by ignoring the
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higher order infinitesimals:

Pasymmiss,SC=
ZML0 LML

(ML)!(ρ)ML
=

(ML)ML

(ML)!

( √
η

1−
√
η

)ML 1
ρML

. (18)

It is seen that the S&C method also achieves a diversity
gain ofML. The comparison between (15) and (18) indicates
that, given the same threshold η, the proposed two-stage
method can achieve much lower missed detection probability
as compared to S&C method.

Moreover, following the similar steps in Appendix C,
we obtain the following Lemma 5. The detailed proof is
omitted due to the space limitation.
Lemma 5: The false alarm probability of S&C method can

be expressed as

PSCfalse ≈ exp
(
− ηMN

)
. (19)

Hence, there also exists a tradeoff between missed detection
and false alarm probability to determine the threshold η in
S&C method.

C. PERFORMANCE COMPARISON BETWEEN S&C AND
THE PROPOSED METHOD
It is evident that there exist the tradeoff to determine the
detection threshold η in both S&C and the proposed method.
Given a required false alarm probability Pfalse, according
to the asymptotic results, the thresholds of S&C and the
proposed method can be expressed as

ηSC =
log(1/Pfalse)

MN
=

2 log(1/Pfalse)
3MW

,

η =
K log(1/Pfalse)

2MW
.

(20)

Here, for fairness, the length of training sequence in S&C
method is set as 2N = 3W , such that the total training
sequences of S&C and the proposed method keep the same
length. Then, according to (15) and (18), the asymptotic
missed detection probability of the proposed method is lower
than that of S&C method, provided that the following condi-
tion is satisfied:

√
η

K (1−
√
η)
<

√
ηSC

1−
√
ηSC

. (21)

Then, substituting (20), we can rewrite (21) into

Pfalse > exp

−3MW
2


√

4K
3 − 1

K − 1

2 . (22)

This indicates that, given the same required false alarm prob-
ability Pfalse, the proposed method could outperform S&C
method in terms of asymptotic miss detection performance,
as long as Pfalse is above the threshold on the right hand
side of (22). Let us consider the parameters adopted in later
simulations as an example. In the case of M = 2, W = 128
and K = 8, the right hand side of (22) equals 3.3 ×
10−18 ≈ 0, which is far below the required false alarm
probability in practice. Hence, wemay conclude the proposed

method outperforms S&C method in terms of asymptotic
detection performance.

V. PROPOSED TWO-STAGE FRAME ARRIVAL DETECTION
FOR SYSTEMS WITH CFO
It is well-known that, in addition to time synchronization,
frequency synchronization is another important issue, which
has also attracted a lot of attentions recently [24]–[27].
In practice, CFO naturally appears between the transceivers
due to the frequency mismatch of the local oscillators. The
CFO estimation and compensation should be performed
after the coarse time synchronization, i.e., the frame has
been correctly detected. In other words, the frame detec-
tion should be carried out in the frequency asynchronous
situation [15]–[17]. In this section, we show that the proposed
frame arrival detection scheme works in the frequency asyn-
chronous situation and could exhibit some robustness to the
CFO between the transceivers.

Denote 1f as the CFO in Hz between the transceivers
and Ts as the sampling interval. Then, the normalized CFO
can be defined by φ = 1fTs. We define the X × X diagonal
matrix EX (φ) = diag(1, ej2πφ, · · · , ej2π (X−1)φ) which repre-
sents the phase shift arising from CFO. As usual, we assume
that the RF channel selection filter is designed not to affect the
desired received signal in the presence of CFO. Then, in the
presence of CFO, we can re-write the received signal of (6)
into

ym=E3W (φ)
[
(SChm)T , (SChm)T , (SChm)T

]T
+nm. (23)

Denote SL,2W as the 2W × (3W − 1) linear convolution
matrix with subsequence s, which is formed in the similar
way to SL . Denote S̄C as a submatrix of SC by removing its
first row vector. Then, the filtered signal in (8) after matched
filtering corresponding to the last two subsequences can be
re-expressed as

y(MF)
m

= ej2πφSL,2WE3W−1(φ)
[
(S̄Chm)T , (SChm)T , (SChm)T

]T
+

[
SLn

(1)
m

SLn
(2)
m

]
(24)

There holds the equation [28]

SL,2WE3W−1(φ) = E2W (φ)SL,2W (φ) (25)

where SL,2W (φ) is the 2W × (3W − 1) linear convolution
matrix with sequence diag(ej2π (W−1)φ , ej2π (W−2)φ, · · · , 1)
s = ej2π (W−1)φEW (−φ)s. According to (25), we can
rewrite (24) into

y(MF)
m = ej2πφE2W (φ)

[
SC (φ)SChm
SC (φ)SChm

]
+

[
SLn

(1)
m

SLn
(2)
m

]
, (26)

where SC (φ) is the W × W circulant convolution matrix
with sequence ej2π (W−1)φEW (−φ)s. It is observed that, in the
absence of noise, the first and second halves of y(MF)

m remains
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identical except for a phase shift introduced by the CFO.
Hence, the timing metric based on delayed autocorrelation
can be also applied to detect the presence of frame.
Lemma 6: Given the CFO of φ, the missed detection prob-

ability of the proposed two-stage method can be expressed
as

Pmiss(φ)≈
∫
+∞

0

ZML−1e−LZ/λ(φ)
(

L
λ(φ)

)ML
(ML − 1)!

8

(
y(Z )
√
V (Z )

)
dZ ,

(27)

where y(Z ) and V (Z ) exactly equal (12) and (13), respec-
tively. Moreover, the factor λ(φ) = sin2(πWφ)

W 2 sin2(πφ)
represents the

mismatch effect between the matched filter and the received
training sequence due to existence of CFO.

Proof: See Appendix D.
Then, following the similar steps in Appendix B, we can

obtain an approximate closed-form expression for (27) as

Pmiss(φ)

≈ e−
Z0L

Kρλ(φ)

(ML−1∑
m=0

LMLZm0
m!Km(ρλ(φ))m(

1

12
(
L+ 3Wρλ(φ)

20

)ML−m + 1

4
(
L+Wρλ(φ)

5

)ML−m))

+ 1− e−
Z0L

Kρλ(φ)

ML−1∑
m=0

Zm0 L
m

m!Km(ρλ(φ))m
. (28)

where Z0 =
M(η+

√
η)

(1−η) . It is interesting to observe that (14)
and (28) are exactly in the same form. The only difference is
that the SNR ρ in (14) has been replaced by ρλ(φ) in (28).
This theoretically indicates that, regarding the missed detec-
tion performance of the proposed method, the CFO would
result in an SNR degradation by a factor of λ(φ). Especially,
we have λ(φ) = 1 with φ = 0, and then (28) turns into (14).
Hence, the analytical expression in (28) is a direct extension
of (14) with the consideration of CFO.
Remark: Here we note that a very large CFO may appear

in some rare scenarios. Especially, when φ = 1/W , we have
λ(φ) = 0 and the expected signal will be completely fil-
tered away by the matched filter, which would lead to 100%
missed detection. Nevertheless, we find that this issue can
be tackled with the aid of multi-branch CFO compensation.
Specifically, let us consider a set of few pre-determined trial
values for CFO compensation: {φ̃1, φ̃2, · · · , φ̃T } in ascending
order. As illustrated in Fig. 4, let the received signal path
through T branches in a parallel manner. The ith branch
first performs CFO compensation by the trial value φ̃i, then
carries out the proposed two-stage method and outputs its
timing metric Qi(d). The final metric takes the maximum
value from the T output matrices, i.e., Q(d) = maxTi=1 Qi(d).
A frame is supposed to be detected if the metricQ(d) exceeds
a preset threshold. It is expected, as long as the CFO is
within the range of φ̃1 ∼ φ̃T , the energy of the pilot signal

FIGURE 4. The illustration of the procedure in the proposed method with
multi-branch CFO compensation.

FIGURE 5. Miss detection performance comparison between S&C and the
proposed two-stage method.

will be preserved by the multiple matched filters and thus,
the detection performance will be maintained.

VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
two-stage frame arrival detection method through numeri-
cal simulations and verify the derived theoretical analysis.
Unless otherwise stated, we consider that the subsequence
is of length W = 128 and is composed of K = 8 repeated
segments in the proposed two-stage method. We also include
the results of S&C method for comparison. For fairness,
the length of training sequence in S&C method is set as
2N = 3W , such that the total training sequences of S&C
and the proposed method keep the same length. Moreover,
a frequency selective Rayleigh fading channel is considered.
The channel length L = 5 is assumed unless otherwise stated.
For conciseness, missed detection and false alarm probability
are referred to as ‘MDP’ and ‘FAP’, respectively.

In the first example, we evaluate the miss detection per-
formance of the proposed method in Fig. 5 as a function
of SNR from −12 dB to 0 dB. Different values of the
number of antennas M are considered, while the detection
threshold η is chosen corresponding to the associated FAP.
We also include the performance of S&C for comparison. The
following observations can be made: 1) The corresponding
closed-form analytical results from (14) are provided by the
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FIGURE 6. False alarm performance comparison between S&C and the
proposed two-stage method.

dashed curves. It is observed that the numerical curves are
well predicted by the analytical results, which demonstrates
the effectiveness of the theoretical analysis for both S&C
and the proposed method. 2) As expected, the MDP can be
decreased by increasing the number of antennasM or raising
the associated FAP (equivalently lowering the threshold).
Especially, the curves with M = 2 will drop more quickly
than the case with M = 1 on the right hand side of x-axis.
This exactly coincides with our analysis that the detection has
a diversity gain of ML and thus, a larger M would increase
the slope of the missed detection curve. 3) Under the same
level of associated FAP, we see that the proposed method can
substantially outperform the S&C method. For example, for
the case with FAP around 3 × 10−6, a performance gap of
more than 3 dB is observable between S&C and the proposed
method.

Fig. 6 shows the influence of different training length
on FAP of S&C and the proposed method at SNR=−4 dB.
We consider M = 2 in this example. The thresholds are
taken as η = 0.026 and η = 0.15 in S&C and the proposed
method, such that the two methods exhibit similar FAP. The
corresponding analytical FAP results from (16) and (19) are
included as the dashed curves for comparison. We see that
the analytical results basically match the numerical curves.
It is observed that in y-axis with logarithmic scale, the FAP
curves have a linear relationship with the training subse-
quence length W , which has been predicted by the previ-
ous theoretical analysis. Moreover, the corresponding MDP
curves of S&C and the proposed method are also included.
It is evident that as compared to S&C method, the proposed
method can achieve much lower MDP with the similar FAP
performance. This once again demonstrates the superiority of
the proposed method.

In Fig. 7, we evaluate the MDP performance of the pro-
posed method as the training length increases. The analytical
and asymptotic results computed from (14) and (15) are both
included. We assume M = 1 and the threshold is fixed

FIGURE 7. False alarm probability of the proposed two-stage method.

FIGURE 8. Performance comparison between S&C and the proposed
two-stage method in terms of both missed detection and false alarm
(SNR = −4 dB).

as η = 0.3. For the case of SNR = 0 dB, we can observe a
certain deviation between the simulation and the asymptotic
results. Nevertheless, when SNR increases to 3 dB, the sim-
ulation result can closely approach the asymptotic one as the
training length increases.

We display the performance of the proposed method
in Fig. 8 in terms of bothMDP and FAP under SNR=−4 dB.
We assume M = 2 in this example. The x-axis and y-axis
represent FAP and MDP, respectively. Each curve is obtained
by varying the threshold η. In other words, each curve shows
the evolution of FAP and MDP as the threshold changes.
For comparison, we also show the results of the existing
six methods: S&C method [3], differential factor normal-
ized autocorrelation method [11] (labelled as ‘Autocorr-Diff-
Norm’), fourth-order statistics based method [14] (labelled
as ‘4th-Order’), fourth-order statistics plus differential nor-
malization method [15] (labelled as ‘4th-Order-Diff-Norm’),
fourth-order statistics for IEEE 802.11p [17] (labelled as
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FIGURE 9. The missed detection probability of the proposed two-stage
method with incomplete training sequence structure.

‘4th-Order-Diff-Norm-11p’) and the pseudo-nose sequence
aided method [8] (labelled as ‘PN-Weighting’). Here, all the
existing works have been directly extended for multi-antenna
case. Note that, in order to achieve acceptable balance
between miss detection and false alarm performance, all
methods may employ different threshold configurations. The
results clearly demonstrate the tradeoff between missed
detection and false alarm performance. By varying the thresh-
old, we cannot simultaneously decrease both missed detec-
tion and false alarm probability. Note that, the closer the curve
is to the lower left corner, the better the performance is. It is
evident that the proposed two-stagemethod can achievemuch
better performance than all the existing methods. Especially,
we see that with a proper threshold, bothMDP and FAP of the
proposedmethod can be lower than 10−4. Given FAP of 10−3,
the proposed method can almost decrease MDP more than
two orders of magnitude as compared to the existingmethods.
This clearly demonstrates the superiority of the proposed
method.

As mentioned before, the first length-W subsequence in
the proposed method acts as an additional CP. In Fig. 9,
we shorten the length of first subsequence and evaluate its
impact on the MDP performance of the proposed method.
The length of the first subsequence is denoted by Wp, while
the last two subsequences keep length of W . We assume
M = 2 and η = 0.2 in this example. Note that Wp =

W is required to guarantee that the last two subsequences
could exactly maintain equality after the matched filtering
stage. It is expected that when Wp < W , this exact equality
will be destroyed and the performance should be compro-
mised. The simulation results coincide with the expecta-
tion that shortening Wp indeed raises MDP of the proposed
method. However, it is interesting to see that the performance
degradation is quite limited. Even Wp = 0, i.e., without
the first subsequence, the performance degradation is only
around 1 dB. This means that, the proposed method can
decrease the training overhead by a factor of 1/3 without
significant sacrifice of performance.

FIGURE 10. The missed detection probability of the proposed two-stage
method in a system with CFO.

Next, we evaluate the effect of CFO on the proposed
detection method in Fig. 10. We depict the missed detection
probability of the proposed method with CFO of φ = 0.2/W
and φ = 0.3/W . We consider M = 4, η = 0.1 in
this figure and the FAP is given by 3 × 10−6. The corre-
sponding performance without CFO is also included as the
benchmark. The analytical expression from (28) is included
for comparison. The simulation results closely match the
analytical results and indicate that the CFO would indeed
degrade the missed detection performance of the proposed
method. Specifically, the degradation in dB can be expressed
as −10 log10(λ(φ)), which equal 0.58 dB and 1.32 dB for
φ = 0.2/W and φ = 0.3/W , respectively. Nevertheless,
for practical systems, e.g., a sampling rate of 20 MHz at
the carrier frequency of 2.4 GHz, the normalized CFOs of
φ = 0.2/W and φ = 0.3/W correspond to real CFO of
31.25 KHz and 46.9 KHz, respectively, while a moderate
10 ppm oscillator in practice would lead to a maximum
CFO of 24 KHz. Hence, practical CFO levels would lead to
little performance degradation of the proposed method. For
more comparison, we include the result of S&C method in
this figure whose FAP is in the same order of the proposed
method. It is well-known that S&Cmethod has the advantage
of immunity to CFO effect. Nevertheless, even with a large
CFO level, the proposed method would still outperform S&C
from this example.

In Fig. 11, we evaluate the scenario with large CFOs under
M = 4. We consider the normalized CFOs of φ = 0.5/W ,
φ = 0.75/W and φ = 1/W , which correspond to real
CFO of 78.13 KHz, 117.18 KHz and 156.25 KHz under
20 MHz sampling rate. We consider five-branch CFO com-
pensation, i.e., T = 5 and the preset CFO compensation val-
ues are taken as {φ̃1, φ̃2, · · · , φ̃T } = {− 1

W ,−
0.5
W , 0,

0.5
W ,

1
W }.

The threshold is taken as η = 0.1 and η = 0.11
respectively for the cases without and with multi-branch
CFO compensation, such that the FAP is maintained in the
same level of 3×10−6. It is evident that, without multi-branch
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FIGURE 11. The missed detection probability of the proposed two-stage
method with multi-branch CFO compensation in case of large CFOs.

CFO compensation, the proposed method would completely
fail with large CFOs. In comparison, with multi-branch
procedure, it is observed that the proposed method would
work properly, and the performance degradation due to large
CFO is within around 0.5 dB.

We then evaluate the computational complexity of the
proposed method in terms of the number of real multipli-
cations. We assume a single receive antenna for example.
Due to the special repeated structure in the proposed method,
the matched filtering stage can be implemented by two cas-
caded finite impulse response (FIR) filters: The coefficients
of one FIR filter correspond to the length-P segment while
the coefficients of the other FIR filter all equal ones. Thus,
for one time instant d , the first stage requires 4W/K real
multiplications. The complexity of the delayed autocorrela-
tion stage in the proposed method exactly equals that of S&C
method, which can be expressed as 7 real multiplications
for one instant. Hence, the total complexity of the proposed
method for one time instant can be expressed as 4W/K + 7.
With multi-branch procedure, the complexity of the proposed
method can be further expressed as 4TW/K + 7T . Consid-
ering K = 8 and T = 5 adopted in simulations, the com-
plexity can be given by 2.5W + 35. Under the condition
of the same length of training sequence, the complexities of
the S&C [3], 4th-Order [14], 4th-Order-Diff-Norm [15] and
4th-Order-Diff-Norm-11p [17] can be expressed as 7, 10W−
40, 6.5W−26 and 7.5W−1, respectively [17]. In summary,
the complexity comparison is listed in Table 1. It is evident
that, although the proposed method has a higher computa-
tional burden than S&C method, it is quite computationally
efficient as compared to the other three competitors. Con-
sidering the superior performance of the proposed method
demonstrated before, we actually provide a better way to
trade complexity for performance.

VII. CONCLUSION
In this paper, we have proposed a two-stage frame arrival
detection method. The training sequence is designed to

TABLE 1. Complexity comparison.

be sparse in frequency domain. The matched filtering is
employed in the first stage to enhance the SNR. Then,
the delayed autocorrelation is adopted in the second stage to
detect the presence of frame. Performance analysis is derived
in terms of both missed detection and false alarm proba-
bility. Furthermore, performance analysis for the proposed
method in a system with CFO is also developed. Numerical
simulation results verify accuracy of the theoretical analyses,
the superiority of the proposed method over the benchmark
S&C method, and the robustness of the proposed method
against practical levels of CFO.

APPENDIXES
APPENDIX A
PROOF OF LEMMA 1
Define r1 = [rT1,1, r

T
1,2, · · · , r

T
1,M ]T and r2 = [rT2,1,

rT2,2, · · · , r
T
2,M ]T , where r1,m and r2,m have been defined

in (9). Denote am = SCSChm for short. Then, r1 and r2 can
be expressed as r1 = [(a1 + SLn

(1)
1 )

T
, (a2 + SLn

(1)
2 )

T
, · · · ,

(aM + SLn
(1)
M )

T
]T and r2 = [(a1 + SLn

(2)
1 )

T
, (a2 + SLn

(2)
2 )

T
,

· · · , (aM + SLn
(2)
M )

T
]T . Denote bm = SHL am. Then, we can

express |G(d)| in (10) as

|G(d)| =

∣∣∣∣∣
M∑
m=1

(
am + SLn(1)m

)H (
am + SLn(2)m

)∣∣∣∣∣
≈

∣∣∣∣∣
M∑
m=1

aHmam + bHmn
(2)
m + n(1)Hm bm

∣∣∣∣∣ , (29)

where the second order noise term n(1)Hm SHL SLn
(2)
m has been

ignored. Bearing in mind that n(1)m and n(2)m have some over-
lapping noise elements, we can express them as n(1)m =[
w(1)m

T
,w(2)m

T ]T
and n(2)m =

[
w(2)m

T
,w(3)m

T ]T
, where

w(1)m ∈ CW×1
= [nm,−(W−1), nm,−(W−2), · · · , nm,0]T ,

w(2)m ∈ C(W−1)×1
=

[
nm,1, nm,2, · · · , nm,W−1

]T and
w(3)m ∈ CW×1

= [nm,W , nm,W+1, · · · , nm,2W−1]T . Like-

wise, rewrite bm as bm =
[
b(1)Tm ,b(2)Tm

]T
. It is worth

noting that the magnitude of aHmam is much larger than
b(1)Hm w(2)m ,b(2)Hm w(3)m ,w(1)Hm b(1)m and w(2)Hm b(2)m . As the imag-
inary part is negligible, we can approximate (29) as

|G(d)| ≈
M∑
m=1

aHmam + Re
(
b(2)Hm w(3)m )+ Re(b(1)Hm w(1)m

)
+Re(b(1)Hm w(2)m + w(2)Hm b(2)m ). (30)
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We further obtain the numerator of (10) as

|G(d)|2≈
M∑
i=1

M∑
j=1

aHi aia
H
j aj + 2aHi ai

[
Re
(
bj(2)Hw

(3)
j

)
+ Re

(
bj(1)Hw

(1)
j

)
+ Re

(
bj(1)Hw

(2)
j +w

(2)H
j b(2)j

)]
,

(31)

where the higher order noise terms have been ignored.
On the other side, R1(d) and R2(d) in the denominator

of (10) can be expressed as

R1(d)= |r1|2 =
M∑
m=1

(
am+SLn(1)m

)H (
am+SLn(1)m

)
,

R2(d)= |r2|2=
M∑
m=1

(
am+SLn(2)m

)H (
am+SLn(2)m

)
.

We further obtain

R1(d)R2(d)

=

M∑
i=1

M∑
j=1

aHi aia
H
j aj+2a

H
i ai

[
Re
(
b(2)Hj w(3)j

)
+ Re

(
b(1)Hj w(1)j

)
+ Re

(
b(1)Hj w(2)j + w(2)Hj b(2)j

) ]
+ 2n(1)Hj SHL SLn

(1)
j

[
Re
(
b(1)Hj w(2)j

)
+ Re

(
b(2)Hj w(3)j

)]
+ 2n(2)Hj SHL SLn

(2)
j

[
Re
(
b(1)Hj w(1)j

)
+ Re

(
w(2)Hj b(2)j

)]
+ aHi ai

[
n(1)Hj SHL SLn

(1)
j + n(2)Hj SHL SLn

(2)
j

]
+n(1)Hj SHL SLn

(1)
j n(2)Hj SHL SLn

(2)
j , (32)

where the higher order noise terms have been ignored.
Given a detection threshold η, the missed detection prob-

ability can be expressed as Pmiss = P
(
|G(d)|2

R1(d)R2(d)
< η

| frame arrival present). Combining both (31) and (32),
after some tedious manipulations, the event |G (d)|2 <

ηR1 (d)R2 (d) is equivalent to the event

M∑
i=1

M∑
j=1

[
(1−η)2aHi ai−ηn

(1)H
j SHL SLn

(1)
j −ηn

(2)H
j SHL SLn

(2)
j

]
×

[
Re
(
b(2)Hj w(3)j

)
+ Re

(
b(1)Hj w(1)j

)
+ Re

(
b(1)Hj w(2)j + w(2)Hj b(2)j

)]
<

M∑
i=1

M∑
j=1

(η − 1)aHi aia
H
j aj + ηa

H
i ai

(
n(1)Hj SHL SLn

(1)
j

+n(2)Hj SHL SLn
(2)
j

)
+ ηn(1)Hj SHL SLn

(1)
j n(2)Hj SHL SLn

(2)
j .

(33)

Provided that s is generated from equi-amplitude inter-
leaved pilot tones from frequency domain and L ≤ P,

there holds

aHmam = hHmS
H
C S

H
C SCSChm = 4KW 2σ 4

s ‖hm‖
2. (34)

Moreover, with a sufficiently large W , it is reason-
able to approximate the noise terms n(1)Hj SHL SLn

(1)
j and

n(2)Hj SHL SLn
(2)
j as their mean by ignoring the perturba-

tions [3], that is,

n(1)Hj SHL SLn
(1)
j ≈4W

2σ 2
s σ

2
n , n(2)Hj SHL SLn

(2)
j ≈4W

2σ 2
s σ

2
n .

(35)

The comparison between (34) and (35) also gives the expla-
nation about the gain from the matched filter to some extent.
It is seen that thematched filteringwould introduce additional
gain to the output signal power by a factor of K as compared
to the noise power.
We further denote zm = ‖hm‖2 for short as the chan-

nel gain at the mth antenna. Then, the right hand side
of (33) can be expressed as the following noise-independent
constant:

y(Z )

=

 M∑
i=1

M∑
j=1

(η − 1)
(
4KW 2σ 4

s

)2
zizj


+ 4MW 2σ 2

s σ
2
n

M∑
i=1

(
8ηKW 2σ 4

s zi
)
+ 16ηM2W 4σ 4

s σ
4
n

= 16K 2(η−1)W 4σ 8
s

(
Z−

M
(
η+
√
η
)

Kρ (1−η)

)(
Z−

M
(
η−
√
η
)

Kρ (1− η)

)
.

(36)

where Z =
∑M

m=1 zm stands for the overall multi-antenna
channel gain at the receiver, and ρ = σ 2

s /σ
2
n denotes the SNR.

Next, by using (34) and (35), we approximate the left hand
side of (33) as

[
8(1−η)KW 2σ 4

s Z − 8ηMW 2σ 2
s σ

2
n

] M∑
j=1

[
Re
(
b(2)Hj w(3)j

)
+ Re

(
b(1)Hj w(1)j

)
+ Re

(
b(1)Hj w(2)j +w

(2)H
j b(2)j

)]
. (37)

It is evident that given one channel realization, (37) is the
sum ofmultiple zero-meanGaussian variables and thus is also
a zero-mean Gaussian variable. The variance of (37) can be
further calculated as follows.

Based on the fact that E[b(1)j
H
w(1)j w(1)j

H
b(1)j ] =

2σ 2
n b

(1)
j

H
b(1)j and E[b(2)j

H
w(3)j w(3)j

H
b(2)j ] = 2σ 2

n b
(2)
j

H
b(2)j ,

the variance of Re
(
b(2)Hj w(3)j

)
+ Re

(
b(1)Hj w(1)j

)
can be

expressed as σ 2
n b

H
j bj. Moreover, define c = b(1)j

H
w(2)j +

w(2)j
H
b(2)j for short.We haveE

[
1
4 (c+ c

∗)2
]
=σ 2

n b
(1)
j

H
b(1)j +

σ 2
n b

(2)
j

H
b(1)j +σ

2
n b

(1)
j

H
b(2)j +σ

2
n b

(2)
j

H
b(2)j . Then, the variance
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of (37) can be obtained as(
8(1− η)KW 2σ 4

s Z − 8ηMW 2σ 2
s σ

2
n

)2 M∑
j=1

(
2σ 2

n b
H
j bj

+σ 2
n b

(2)
j

H
b(1)j + σ

2
n b

(1)
j

H
b(2)j

)
. (38)

We further obtain bHj bj = hHj S
H
C S

H
C SLS

H
L SCSChj. Note that

due to the special repeated structure of s, the matrix SLSHL
approximately forms a sparse Toeplitz matrix with 2Wσ 2

s
on the main diagonal, K−|i|

K 2Wσ 2
s on the (iP)th diagonal,

i = ±1,±2, · · · ,±(K −1), and zeros elsewhere. Then, after
some tedious manipulations, we obtain the approximation:

bHj bj ≈ 8
(
2K 2
+ 1
3

)
W 2σ 6

s ‖hj‖
2. (39)

Likewise, we further obtain

2<(b(2)j
H
b(1)j ) ≈

8
3

(
K 2
− 1

)
W 3σ 6

s

∥∥hj∥∥2. (40)

Then, according to (39) and (40), given one channel real-
ization, the variance of the Gaussian variable of (37) can be
approximately expressed as

V (Z ) =
512
3
K 2
(
5K 2
+ 1

)
W 7σ 14

s σ
2
n (1− η)

2

×Z
[
Z −

Mη
(1− η)Kρ

]2
. (41)

Hence, given the channel realization, the missed detection
probability can be expressed as 8

(
y(Z )
√
V (Z )

)
, where 8(x) =

1
√
2π

∫ x
−∞

e−t
2/2dt denotes the CDF of the standard nor-

mal distribution. We consider the typical frequency selective

Rayleigh fading channels and
∣∣hi,j∣∣2 obeys exponential dis-

tribution with mean 1/L, such that the channel gain between
the transmitter and each receive antenna is normalized. Then,
according to the additivity of Gamma distribution, we know
Z obeys Gamma distribution, i.e., Z ∼ 0 (ML,L), where
the ∼ operator means ‘‘is distributed’’ and 0 represents
the Gamma distribution. Therefore, following the above dis-
cussions, the missed detection probability of the proposed
two-stage frame arrival detection method can be expressed
as (11). This completes the proof.

APPENDIX B
PROOF OF LEMMA 2
First, it is seen that V (Z ) is a cubic function of Z with
two zero points: ZV1 = 0,ZV2 =

Mη
(1−η)Kρ , while y(Z )

is a quadratic function of Z with two zero points: Zy1 =
M(η+

√
η)

Kρ(1−η) ,Zy2 =
M(η−

√
η)

Kρ(1−η) < 0. Therefore, y(Z )
√
V (Z )

has a

zero point of Z0/(Kρ) = Zy2 =
M(η+

√
η)

Kρ(1−η) and a pole point

of Mη
(1−η)Kρ . Since the pole point is in the range from 0 to

Z0/(Kρ), that is, 0 <
Mη

(1−η)Kρ < Z0/(Kρ), it is expected

that the magnitude of y(Z )
√
V (Z )

can be quickly increased to a
large value. Moreover, since the CDF function 8(x) quickly

approaches 1 when x > 3, we can make the following
approximation: 8

(
y(Z )
√
V (Z )

)
≈ 1, Z < Z0/(Kρ).

Second, note that with a relatively large Z , y
√
Var

can be
approximated as

y(Z )
√
V (Z )

= −α

(
Z − Zy1

)√
Z − Zy2

√
Z − Zy2

(Z − ZV2)
√
Z

≈ −α
√
Z − Z0/(Kρ), (42)

where α = K
√

3Wρ
2(5K2+1)

≈

√
3Wρ
10 . Then, when Z ≥

Z0/(Kρ), we make the approximation:

8
( y(Z )
√
V (Z )

)
=

∫
−α
√
Z−Z0/(Kρ)

−∞

1
√
2π

e−
t2
2 dt

≈
1
2

[
1
6
e−

α2(Z−Z0/(Kρ))
2 +

1
2
e−

2
3 a

2(Z−Z0/(Kρ))
]
.

Based on the above approximations, we arrive at

Pmiss ≈
LML

0 (ML)

[ ∫ Z0/(Kρ)

0
ZML−1 exp (−LZ )dZ

+
1
12
e
1
2α

2Z0/(Kρ)
∫
+∞

Z0/(Kρ)
ZML−1e

−

(
L+ α

2
2

)
Z
dZ

+
1
4
e
2
3α

2Z0/(Kρ)
∫
+∞

Z0/(Kρ)
ZML−1e

−

(
L+ 2

3α
2
)
Z
dZ
]
,

(43)

where 0(·) denotes the Gamma function. From [29],

we know
∫
+∞

u xne−µxdx = e−uµ
n∑

k=0

n!
k!

uk

µn−k+1
=

µ−n−10 (n+ 1, µu) , u > 0,Reµ > 0, n ≥ 0

and
∫ u
0 x

ne−µxdx =
n!
µn+1

− e−uµ
n∑

k=0

n!
k!
uk µn−k+1=

µ−n−1γ (n+ 1, µu) , u > 0,Reµ > 0, n =≥ 0. Then,
the missed detection probability of the proposed method
can be finally approximated in closed form as in (14). This
completes the proof.

APPENDIX C
PROOF OF LEMMA 3
We consider the case in the absence of frame arrival. The
two halves of delayed autocorrelation in this situation can

be expressed as r1= [(SLn
(1)
1 )

T
, (SLn

(1)
2 )

T
, · · · , (SLn

(1)
M )

T
]
T

and r2 = [(SLn
(2)
1 )

T
, (SLn

(2)
2 )

T
, · · · , (SLn

(2)
M )

T
]
T
. Then,

we obtain

G(d) =
M∑
m=1

[
w(1)m

H
w(2)m

H
] [A C2

C1 B

][
w(2)m
w(3)m

]
(44)

where SHL SL has been partitioned into A ∈ CW×(W−1),
B ∈ C(W−1)×W , C1 ∈ C(W−1)×(W−1) and C2 ∈ CW×W in
accordance with the dimensions of w(1)k ,w(3)k and w(3)k . Here,
w(2)Hk C1w

(2)
k can be approximated by its expectation as a

constant w(2)Hk C1w
(2)
k ≈ 2σ 2

n Tr (C1) = 0. The other three
terms can be approximated to be complex Gaussian variables
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according to the central limit theorem, and independent of
each other. The variance of G(d) can be further expressed as

Var
[
G(d)

]
=

M∑
m=1

E[|w(1)m
H
Aw(2)m |

2
]+E[|w(1)m

H
C2w(3)m |

2
]

+E[|w(2)m
H
Bw(3)m |

2
]

= 4Mσ 4
s

[
Tr
(
AHA

)
+Tr

(
C2

HC2

)
+ Tr

(
BHB

)]
. (45)

Due to the repeated structure of s, we have the following
approximation: Tr

(
AHA

)
≈

2
3σ

4
s
[
KW 3

+ (2K + P)W 2

+ (K + P)W
]
, Tr

(
BHB

)
≈

2
3σ

4
s [K (W − 1)3 + (2K + P)

(W − 1)2 + (K + P) (W − 1)], and Tr
(
C2

HC2
)
≈

σ 4s
3

(
KW 3

− PW 2
)
. Therefore, we haveVar [G(d)] =

4
3Mσ

4
s σ

4
n
[
6KW 3

+ (2K + 3P)W 2+2KW + 4P
]
. Since the

real and imaginary parts of G(d) obey the identical
zero-mean Gaussian distribution, we obtain |P(d)|2 ∼
2
3Mσ

4
s σ

4
n [6KW

3
+ (2K + 3P)W 2

+ KW + 4P]χ2
2 , where

χ2
2 represents the unit variance chi-square random variable

with two degrees of freedom.

Besides, we have R1(d) =
M∑
m=1

(
SLn

(1)
m

)H (
SLn

(1)
m

)
=

M∑
m=1

n(1)m
H
SHL SLn

(1)
m andR2(d) =

M∑
m=1

(
SLn

(2)
m

)H (
SLn

(2)
m

)
=

M∑
m=1

n(2)m
H
SHL SLn

(2)
m . We have R1 (d) and R2 (d) follow Gaus-

sian distribution by the CLT. Since the standard deviations
of R1 (d) and R2 (d) are much smaller than the mean,
R1 (d)R2 (d) can be considered as a constant 16M2W 4σ 4

s σ
4
n .

Thus, we have

Q(d) ∼
1

24M

[
6K
W
+
(2K + 3P)

W 2 +
2K
W 3 +

4K
W 4

]
χ2
2 . (46)

Then, ignoring the higher order infinitesimal with a largeW ,
there hold E [Q (d)] ≈ K

2MW and Var [Q (d)] ≈
( K
2MW

)2
.

The false alarm probability of the proposed method can be
then expressed as

Pfalse = P [Q (d) > η | frame arrival absent]

= exp
(
−

(
η − E [Q (d)]
√
Var [Q (d)]

+ 1
))

= exp (−2MPη) .

This completes the proof.

APPENDIX D
PROOF OF LEMMA 6
Regarding (26), we rewrite y(MF)

m =
[
rT1,m, r

T
2,m

]T
with rT1,m ∈ CW×1 and rT2,m ∈ CW×1. That is,

r1,m = ej2πφEW (φ)SC (φ)SChm + SLn
(1)
m and r2,m =

ej2π (W+1)φEW (φ)SC (φ)SChm + SLn
(2)
m . Denote am(φ) =

SC (φ)SChm for short. There holds

aHm (φ)am(φ) = hHmS
H
C S

H
C (φ)SC (φ)SChm

= hHmS
H
C SC (φ)S

H
C (φ)SChm. (47)

It is worth noting that

FEW (−φ)s = FEW (−φ)FH︸ ︷︷ ︸
5(φ)

Fs ≈ e−jπ (W−1)φ
sin(πWφ)
W sin(πφ)

Fs.

(48)

The approximation in (48) is due to the following facts: 1) The
inter-carrier interference (ICI) matrix 5(φ) is approximately
banded matrix with most significant elements around the
main diagonal and else where are close to zeros. 2) The
non-zero elements of Fs are equally spaced. Then, using (48),
we can re-write (47) into aHm (φ)am(φ) ≈ 4KW 2σ 4

s ‖hm‖
2
·

λ(φ), where the factor λ(φ) = sin2(πWφ)
W 2 sin2(πφ)

represents the
mismatch effect between the matched filter and the received
training sequence due to existence of CFO.

Then, following the similar steps in Appendix A,
the missed detection probability in the presence of CFO can
be given by

Pmiss(φ) ≈
∫
+∞

0

ZML−1e−LZLML

(ML − 1)!
8
( y

(
λ(φ) · Z

)√
V
(
λ(φ) · Z

))dZ ,
(49)

where y(Z ) and V (Z ) are exactly the same as (12) and (13),
respectively. We can then directly rewrite (49) into (27) by
variable substitution. This completes the proof.

REFERENCES
[1] R. Sun, W. Zhang, and B. Yao, ‘‘Frame arrival detection for low SNR fre-

quency selective fading channels,’’ in Proc. IEEE/CIC Int. Conf. Commun.
China (ICCC), Aug. 2018, pp. 374–378.

[2] A. van Zelst and T. C. W. Schenk, ‘‘Implementation of a MIMO OFDM-
based wireless LAN system,’’ IEEE Trans. Signal Process., vol. 52, no. 2,
pp. 483–494, Feb. 2004.

[3] T. M. Schmidl and D. C. Cox, ‘‘Robust frequency and timing synchroniza-
tion for OFDM,’’ IEEE Trans. Commun., vol. 45, no. 12, pp. 1613–1621,
Dec. 1997.

[4] H. Minn, M. Zeng, and V. K. Bhargava, ‘‘On timing offset eatimation
for OFDM systems,’’ IEEE Commun. Lett., vol. 4, no. 7, pp. 242–244,
Jul. 2000.

[5] H. Minn, V. K. Bhargava, and K. B. Letaief, ‘‘A robust timing and
frequency synchronization for OFDM systems,’’ IEEE Trans. Wireless
Commun., vol. 24, no. 5, pp. 822–839, May 2003.

[6] B. Park, H. Cheon, C. Kang, and D. Hong, ‘‘A novel timing estima-
tion method for OFDM systems,’’ IEEE Commun. Lett., vol. 7, no. 5,
pp. 239–241, May 2003.

[7] N. Ch Kishore and V. U. Reddy, ‘‘A frame synchronization and frequency
offset estimation algorithm for OFDM system and its analysis,’’ EURASIP
J. Wireless Commun. Netw., vol. 2006, Dec. 2006, Art. no. 57018.

[8] G. Ren, Y. Chang, H. Zhang, and H. Zhang, ‘‘Synchronization method
based on a new constant envelop preamble for OFDM systems,’’ IEEE
Trans. Broadcast., vol. 51, no. 1, pp. 139–143, Mar. 2005.

[9] A. Awoseyila, C. Kasparis, and B. Evans, ‘‘Improved preamble-aided
timing estimation for OFDM systems,’’ IEEE Commun. Lett., vol. 12,
no. 11, pp. 825–827, Nov. 2008.

[10] M. Ruan, M. Reed, and Z. Shi, ‘‘Training symbol based coarse timing
synchronization in OFDM systems,’’ IEEE Trans. Wireless Commun.,
vol. 8, no. 5, pp. 2558–2569, May 2009.

[11] J. A. Zhang and X. Huang, ‘‘Autocorrelation based coarse timing with
differential normalization,’’ IEEE Trans. Wireless Commun., vol. 11, no. 2,
pp. 526–530, Feb. 2012.

[12] J. Blumenstein and M. Bobula, ‘‘Coarse time synchronization utilizing
symmetric properties of Zadoff–Chu sequences,’’ IEEE Commun. Lett.,
vol. 22, no. 5, pp. 1006–1009, May 2018.

VOLUME 8, 2020 40571



W. Zhang et al.: Algorithm and Performance Analysis for Frame Detection Based on Matched Filtering

[13] C.-D. Chung and W.-C. Chen, ‘‘Preamble sequence design for spectral
compactness and initial synchronization in OFDM,’’ IEEE Trans. Veh.
Technol., vol. 67, no. 2, pp. 1428–1443, Feb. 2018.

[14] H. Abdzadeh-Ziabari and M. G. Shayesteh, ‘‘Sufficient statistics, classifi-
cation, and a novel approach for frame detection in OFDM systems,’’ IEEE
Trans. Veh. Technol., vol. 62, no. 6, pp. 2481–2495, Jul. 2013.

[15] A. Mohebbi, H. Abdzadeh-Ziabari, and M. G. Shayesteh, ‘‘Novel coarse
timing synchronization methods in OFDM systems using fourth-order
statistics,’’ IEEE Trans. Veh. Technol., vol. 64, no. 5, pp. 1904–1917,
May 2015.

[16] H. Abdzadeh-Ziabari, W.-P. Zhu, and M. N. S. Swamy, ‘‘Improved coarse
timing estimation in OFDM systems using high-order statistics,’’ IEEE
Trans. Commun., vol. 64, no. 12, pp. 5239–5253, Dec. 2016.

[17] L. Zhen, H. Qin, B. Song, R. Ding, and Y. Zhang, ‘‘Leveraging high-order
statistics and classification in frame timing estimation for reliable vehicle-
to-vehicle communications,’’ IET Commun., vol. 12, no. 8, pp. 883–891,
May 2018.

[18] J.-J. van de Beek, M. Scandell, M. Isaksson, and P. Borjesson, ‘‘Low-
complex frame synchronization in OFDM systems,’’ in Proc. ICUPC,
Nov. 1995, vol. 3, no. 2, pp. 982–986.

[19] T. Keller, L. Piazzo, P. Mandarini, and L. Hanzo, ‘‘Orthogonal frequency
division multiplex synchronization techniques for frequency-selective fad-
ing channels,’’ IEEE J. Sel. Areas Commun., vol. 19, no. 6, pp. 999–1008,
Jun. 2001.

[20] W.-L. Chin, ‘‘Blind symbol synchronization for OFDM systems using
cyclic prefix in time-variant and long-echo fading channels,’’ IEEE Trans.
Veh. Technol., vol. 61, no. 1, pp. 185–195, Jan. 2012.

[21] S. Ma, X. Pan, G.-H. Yang, and T.-S. Ng, ‘‘Blind symbol synchronization
based on cyclic prefix for OFDM systems,’’ IEEE Trans. Veh. Technol.,
vol. 58, no. 4, pp. 1746–1751, May 2009.

[22] W.-L. Chin, ‘‘ML estimation of timing and frequency offsets using dis-
tinctive correlation characteristics of OFDM signals over dispersive fad-
ing channels,’’ IEEE Trans. Veh. Technol., vol. 60, no. 2, pp. 444–456,
Feb. 2011.

[23] V. Krishnamurthy, C. R. N. Athaudage, and D. Huang, ‘‘Adaptive OFDM
synchronization algorithms based on discrete stochastic approximation,’’
IEEE Trans. Signal Process., vol. 53, no. 4, pp. 1561–1574, Apr. 2005.

[24] Q. Zhan and H. Minn, ‘‘New integer normalized carrier frequency offset
estimators,’’ IEEE Trans. Signal Process., vol. 63, no. 14, pp. 3657–3670,
Jul. 2015.

[25] W. Zhang and F. Gao, ‘‘Blind frequency synchronization for multiuser
OFDM uplink with large number of receive antennas,’’ IEEE Trans. Signal
Process., vol. 64, no. 9, pp. 2255–2268, May 2016.

[26] W. Zhang, F. Gao, H. Minn, and H.-M. Wang, ‘‘Scattered pilots-based fre-
quency synchronization for multiuser OFDM systems with large number
of receive antennas,’’ IEEE Trans. Commun., vol. 65, no. 4, pp. 1733–1745,
Apr. 2017.

[27] W. Zhang, F. Gao, S. Jin, and H. Lin, ‘‘Frequency synchronization for
uplink massive MIMO systems,’’ IEEE Trans. Wireless Commun., vol. 17,
no. 1, pp. 235–249, Jan. 2018.

[28] Y. Meng, W. Zhang, and W. Wang, ‘‘Blind frequency synchronization for
OFDM systems with I/Q imbalance,’’ IEEE Trans. Veh. Technol., vol. 66,
no. 9, pp. 7862–7876, Sep. 2017.

[29] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products,
7th ed. Burlington, MA, USA: Academic, 2007.

WEILE ZHANG received the B.S. and Ph.D.
degrees in information and communication engi-
neering from Xi’an Jiaotong University, Xi’an,
China, in 2006 and 2012, respectively. From Octo-
ber 2010 to October 2011, he was a Visiting
Scholar with the Department of Computer Sci-
ence, University of California, Santa Barbara, CA,
USA. He is currently an Associate Professor with
the Ministry of Education Key Laboratory for
Intelligent Networks and Network Security, Xi’an

Jiaotong University. His research interests include broadband wireless com-
munications, MIMO, array signal processing, and localization in wireless
networks.

RUOSI SUN received the B.S. and master’s degrees in information and
communication engineering from Xi’an Jiaotong University, Xi’an, China,
in 2016 and 2019, respectively. Her research interests include synchroniza-
tion techniques and equalization for wireless communications.

HLAING MINN (Fellow, IEEE) received his B.E.
degree in Electrical Electronic Engineering from
Yangon Institute of Technology, Yangon, Myan-
mar, in 1995, M.E. degree in Telecommunications
from Asian Institute of Technology, Thailand, in
1997, and Ph.D. degree in Electrical Engineer-
ing from the University of Victoria, Victoria, BC,
Canada in 2001. He was a post-doctoral fellow at
the University of Victoria during Jan.-Aug. 2002.
He has been with the University of Texas at Dallas,

USA since Sept. 2002 and is currently a Full Professor. His research interests
include wireless communications, signal processing, signal design, dynamic
spectrum access and sharing, next-generation wireless technologies and bio-
medical signal processing.

Dr. Minn serves as an Editor-at-Large since 2016 and served as an Editor
from 2005 to 2016 for the IEEE TRANSACTIONS ON COMMUNICATIONS. He
was also an Editor for the International Journal of Communications and
Networks from 2008 to 2015. He served as a Technical ProgramCo-Chair for
the Wireless Communications Symposium of the IEEE GLOBECOM 2014
and the Wireless Access Track of the IEEE VTC, Fall 2009, as well as a
Technical Program Committee Member for over 30 IEEE conferences.

40572 VOLUME 8, 2020


	INTRODUCTION
	SYSTEM MODEL AND S&C FRAME ARRIVAL DETECTION METHOD
	PROPOSED TWO-STAGE FRAME ARRIVAL DETECTION
	THEORETICAL PERFORMANCE ANALYSIS
	PROPOSED TWO-STAGE DETECTION METHOD
	MISSED DETECTION PROBABILITY 
	FALSE ALARM PROBABILITY 

	S&C METHOD
	PERFORMANCE COMPARISON BETWEEN S&C AND THE PROPOSED METHOD

	PROPOSED TWO-STAGE FRAME ARRIVAL DETECTION FOR SYSTEMS WITH CFO
	SIMULATION RESULTS
	CONCLUSION
	REFERENCES
	Biographies
	WEILE ZHANG
	RUOSI SUN
	HLAING MINN


