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ABSTRACT An image compression and encryption scheme based on compressive sensing (CS) and Fourier
transform is proposed to achieve image encryption and compression with reconstruction robustness and high
security. Making use of the property of CS, encryption and compression are combined. In order to avoid
the security limitations of revealing the energy information of the plaintext from ciphertext and reusing of
measurement matrix to improve security, chaos system and two-dimensional fractional Fourier transform
(2D-FRT) are used to perform encryption. Moreover, double random phase encryption based on 2D-FRT
can avoid the loss of reconstruction robustness in diffusion encryption. The test results indicate that the
proposed method has high security, good compression performance and reconstruction robustness.

INDEX TERMS Image compression and image encryption, compressive sensing, fractional Fourier trans-
form, chaotic map.

I. INTRODUCTION
At present, a series of related theories developed based on
compressive sensing (CS) have also been proposed, such as
model-based CS theory, structured CS theory, and spectral CS
theory. For image compression coding, Orsdemir et al. [1]
proposed a data compression and reconstruction algorithm
based on CS. The measurement matrix used in this algorithm
is the non-coherent random projection matrix in each sensor.
Gan et al. [2] proposed a CS coding method for image
block based on CS, which greatly reduced the complex-
ity of compression and reconstruction of large data volume
images. Sarkis and Diepold [3] applied CS theory to depth
image compression and proposed a depth image compression
scheme with better compression performance than JPEG and
JPEG2000. Du et al. [4] proposed a two-dimensional geomet-
ric signal compression method with high compression ratio,
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high speed, and excellent reconstruction performance based
on CS. Yang et al. [5] encoded different parts of the image
and proposed a random adaptive image CS method with
high reconstruction quality. Due to the rapid development
of neural-network technology [6], CS framework based on
neural-network has also been proposed [7]. At this stage, the
application field of CS is expanding, such as compression and
encryption for medical 3D images [8] and wireless energy
auditing networks [9].

When the random measurement matrix in the CS frame-
work is used as the key, the CS can also be regarded as an
encryption scheme. Therefore, compared with the traditional
encryption scheme, the CS theory can achieve both com-
pression and encryption. In combination with image encryp-
tion, Rachlin [10] analyzed the security of a noise-free CS
measurement matrix for strictly sparse signals and verified
good compression and encryption effects. Zhang et al. [11]
believed that the random measurement matrix is the key to
the CS encryption scheme. Therefore, a random binary sparse
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matrix is used to construct the measurement matrix, which
can recover the signal with high efficiency. And an image
encryption scheme based on CS is designed. Although the
algorithm has good security, the computation and size of key
are too large to be practical. Zhang et al. [12] proposed a
new idea of using secret orthogonal basis as the sparse basis
for CS, therefore designed a new image compression and
encryption method. Most of the CS based image compression
schemes mentioned above use the entire measurement matrix
as a key, they make the consumption and storage space of key
too large. Moreover, this kind of CS based encryption scheme
cannot resist chosen-plaintext attack.

In recent years, due to the superior performance of chaos
in image encryption, chaos theory [13], [14] and chaos-
based image encryption methods [15], [16] have devel-
oped greatly. Therefore, some encryption schemes combining
CS with chaotic systems are gradually proposed [17]–[20].
Liu et al. [21] proposed combining CS with Arnold scram-
bling. Zhou et al. [22] proposed the encryption and compres-
sion scheme in which Logistic map is used to perform key
control of measurement matrix. Huang et al. [23] proposed
an image encryption method in which image was compressed
and sampled before scrambling. In contrast, Zhang et al. [24]
proposed an image encryption scheme in which the frequency
domain coefficients of the image are first scrambled and
then CS sampling is performed. Zhu and Zhu [25] proposed
an image compression-encryption scheme based on CS and
chaos. The measurement matrix is generated by Chebyshev
map and encryption is performed based on hyperchaotic sys-
tem. Chai et al. [19] proposed an image encryption algo-
rithm in which the measurement matrix is produced by the
memristive chaotic system and scramble is performed based
on elementary cellular automata. In most of these schemes,
the original image is first sampled by CS, and then the mea-
sured values obtained from the sampling are scrambled and
diffused again by the chaotic map to form the final cipher
image. The parameters and initial values of the chaotic system
are considered as keys. These encryption schemes are secure
against chosen-plaintext attack, but they add too much com-
putational overhead. To relieve the pressure of computation,
Huang et al. [26] proposed a parallel CS image encryption
method. Hu et al. [27] proposed a novel image coding scheme
in which both the CS sampling and the CS reconstruction are
performed in parallel.

Another way is to combine the optical encryption tech-
nology with the CS method [28]–[30], such as the double
random phase encoding (DRPE) technology is combined
with CS to retain the construction robustness of the CS
framework itself. Optical encryption scheme DRPE was pro-
posed by Refregier and Javidi [31]. It made use of Fourier
transform (FT). Unnikrishnan and Singh [32] introduced the
fractional Fourier transform(FRT) theory on the basis of [31],
which expanded key space. In order to enhance the security,
the random shifting was first introduced in fractional Fourier
domains by Hennelly and Sheridan [33]. Based on the good
properties of the FRT, sparse representation of two- and

three-dimensional images with FRT [34] and a number of
encryption methods with FRT were proposed. And Hennelly
and Sheridan [35] presented a brief review of the encryption
methods with FRT.

With the development of one-dimensional CS methods
and theories, the two-dimensional CS method has become
a new research hotspot. Zhou N R et al. combined two-
dimensional CS with the fractional Merlin transform [36]
and cyclic shift controlled by hyperchaotic system [37],
respectively. Deng et al. [38] used a fractional-order ran-
dom transform to encrypt the sampling values obtained from
two-dimensional CS. Yang et al. [39] proposed an image
compression encryption-scheme based on fractional order
hyperchaotic systems combined with two-dimensional CS
and DNA encoding. The construction parameters of the CS
measurement matrix are controlled by fractional order hyper-
chaotic systems.

In this paper, a joint image compression and encryption
scheme based on CS and FRT is proposed. In this scheme,
compression and encryption are combined. Chaotic systems
and FRT are added to the CS to improve security. Moreover,
plaintext-based key is used to enhance security. The Arnold
transformation is used to perform scrambling encryption
to hide the energy distribution information of the original
image. Chen hyperchaotic system is combined with double
random phase encryption based on two-dimensional frac-
tional Fourier transform (2D-FRT). In double random phase
encryption, Chen hyperchaotic system is used to produce ran-
dom phase mask matrices. Double random phase encryption
based on 2D-FRT improves security on CSwhile maintaining
reconstruction robustness. The experimental results presented
in this paper show the effectiveness of the proposed joint
image compression and encryption scheme.

The rest of this paper is organized as follows. A review of
CS and FRT is given in Section II. In Section III, the proposed
joint image compression and encryption scheme is described.
The experimental results and analysis of our new scheme
are given in Section IV. Finally, the study’s conclusions are
presented in Section V.

II. RESEARCH ON COMPRESSIVE SENSING AND 2D-FRT
A. COMPRESSIVE SENSING
CS can obtain the discrete samples of the signal under the
condition that the sampling rate is far less than Nyquist
frequency, and the signal is sampled and compressed at the
same time. For sparse one-dimensional signal x ∈ RN and
measurement matrix 8 ∈ RM+N (M � N ), the linear
measurement value y ∈ RM is as follows

y = 8x (1)

Because the dimension of vector y is much smaller than that
of vector x, this sampling method has a significant compres-
sion effect. Moreover, it has low computational complexity.
When the original signal x is reconstructed from the mea-
surement value y and the measurement matrix 8, in order
to find the only original signal from infinite solutions, the
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measurement matrix 8 should meet the restricted isometry
property (RIP).
Definition 1: For any positive integer K = 1,2,3,. . . , δk

is the isometry constraint constant of matrix 8, and it is the
minimum value satisfying the Eq.(2)

(1− δk ) ‖x‖22 ≤ ‖8x‖
2
2 ≤ (1+ δk ) ‖x‖22 (2)

where x is any K -sparse vector, Eq.(2) is called RIP. If K is
less than and not close to 1, then matrix is said to satisfy RIP.

The row dimension M of the measurement matrix 8,
namely number of measurements, must meet

M ≥ cK log(N/K ) (3)

where c is a constant, K is signal sparsity, and N is column
dimension.

According to Eq.(1), for N × 1 non sparse signal f , the
M×1measurement value y is as follows

y = 8f = 89x = Ax (4)

where A = 89 is theM×N matrix called perceptual matrix;
8 is themeasurementmatrixwhichmeets the RIP;9 isN×N
sparse basis; x is N×1 sparse representation of signal f .

B. FRACTIONAL FOURIER TRANSFORM
The Fourier transform of one-dimensional signal f (x) is
defined as

FP {f (x)} (u) =
∫
+∞

−∞

Kp(x, u)f (x)dx (5)

where Kp(x, u) is the transform kernel, defined as

Kp(x, u) =


A exp[iπ (x2 cot a
−2xu csc a+ u2 cot a)] a 6= nπ
δ(x − u) a = 2nπ
δ(x + u) a = (2n+ 1)π

(6)

where A = exp[−i(πsgn(sin a)/4−a/2)]
√
|sin a|

is the amplitude, sgn is the
signum function, and a = pπ /2 is the angle.
Fractional Fourier transform (FRT) is an extension of the

order of traditional Fourier transform (FT), and is widely
used in image encryption fields. By degree of transition
between fractional order representation function and Fourier
transform, we can describe the characteristics of space-time
domain and frequency domain at the same time. There are
some important properties about FRT:

1) Additivity of order. For different fractional orders p1
and p2, which satisfy Fp1Fp2 = Fp1+p2 . This property
is also called rotational additivity.

2) Linearity. Satisfy Fp[
∑
cnfn(u)] =

∑
cn[Fpfn(u)],

namely linear transformation.
3) Periodicity. Satisfy Fp+4 = Fp, the transformation

period is 4. The corresponding rotation angle is [0,2π].
4) Invertibility. Satisfy (Fp)−1 = F−p, Fp and F−p are

reversed for each other.

Because the image is two-dimensional data, 2D-FRT is
used in this paper. The kernel function of 2D-FRT is as
follows:

Kp1,p2 (x, y, u, v) =
√
1− j cot a

√
1− j cotβ

2π

× exp[(
x2 + u2

2 tan a
−

xu
sin a

)j]

× exp[(
x2 + v2

2 tanβ
−

yv
sinβ

)j] (7)

where a and β represent the rotation of 2D- FrFT,
a = (p1π )/2, β = (p2π )/2. The corresponding two-
dimensional transformation forms are:

Fp1,p2 (u, v)=
∫
∞

−∞

∫
∞

−∞

Kp1,p2 (x, y, u, v)f (x, y)dxdy (8)

Its inverse is

f (x, y)=
∫
∞

−∞

∫
∞

−∞

K−p1,−p2 (x, y, u, v)F
p1,p2 (u, v)dudv (9)

FRT is the rotation of time-frequency plane by fractional
order which can be regarded as secret key. Because of the
linear transformation, the robustness of CS can be preserved.

III. DESIGN OF IMAGE COMPRESSION AND
ENCRYPTION ALGORITHM
A. IMAGE COMPRESSION AND ENCRYPTION ALGORITHM
The image compression and encryption scheme proposed in
this paper mainly focuses on the improved security of encryp-
tion and reconstruction robustness. Therefore, the Arnold
transform scrambling and 2D-FRT are added during the pro-
cess of CS. Four parameters of two two-dimensional FRT
are provided by Chen hyperchaotic system. The overall pro-
cess is shown in Fig. 1. First, the original image is divided
into blocks, and the block-by-block parallel compression and
encryption operations are obtained. The 256-bit hash value
of the image with SHA-256 is used as the initial value of the
chaotic system, namely, key. The sampling rate that needs to
be allocated for the block is calculated. Then, according to
the initial value of the previous step, the chaotic measure-
ment matrix is constructed, and the CS operation is further
performed to obtain the initial compressed and encrypted data
of the image. At this step, the amount of data will be signifi-
cantly reduced, facilitating subsequent encryption operations.
The block is first scrambled, then the 2D-FRT is used for
encryption, and decryption is the reverse of encryption. Here
are the specific steps for image compression and encryption
scheme:

Step 1: The original image is divided into blocks. Due to
the huge amount of image data, images need to be divided into
blocks and then processed in parallel for ease of processing
and storage. In this paper, the image is evenly divided into
blocks of equal width and height. If the number of pixels is
insufficient, zero is added. Here let f be the block.
Step 2: Set the proportional parameter of the sampling rate

according to the required compression quality. The corre-
sponding relationship is M =

⌈
k∗H∗

√
Img_size

⌉
, where M
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FIGURE 1. Image compression and encryption algorithm based on CS and FRT.

is the number of measurement, M /N is the sampling rate, N
is column dimension of measurement matrix, k >0 is the
constant coefficient set according to the needs of the com-
pression effect, H is the entropy of the block, and Img_size
is the total number of pixels of the block. Here k is the
proportional parameter to be set. The smaller k is, the greater
the compression ratio is.

Step 3: Use SHA256 to obtain the 256-bit hash value of
the image. Considering that the entire encryption process
shares 8 initial values as the key, each 32 bits of hash value is
divided into a group to obtain initial values (r, z0) for Tent-
Sine, (a, b) for Arnold transform and (x, y, z, h) for Chen
hyperchaotic system. The Tent-Sine map, Arnold transform,
and Chen hyperchaotic system are shown in Eqs.(10),(11)
and (12), respectively.

xn+1 =


(rxn/2+ (4− r) sin(πxn)/4) mod 1,

xn < 0.5
(r(1− xn)/2+ (4− r) sin(πxn)/4) mod 1,

xn ≥ 0.5

(10)

where r ∈(0,4), xn ∈ [0,1].[
xn+1
yn+1

]
=

[
1 b
a ab+ 1

] [
xn
yn

]
mod N (11)

where a, b and N are positive integers.
ẋ = a(y− x)
ẏ = dx − xz+ cy− h
ż = xy− bz
ḣ = x + k

(12)

where a = 36, b = 3, c = 28, d = −16, −0.7 < k < 0.7.
Step 4: First quantize r and z0 to (0, 4) and [0, 1], and then

construct the chaotic measurement matrix A from the initial
value (r , z0) according to the Algorithm1.
Algorithm1. Measurement matrix constructing based on

chaotic system
Input: control parameter r ∈ (0, 4) of chaotic system,

initial value z0 ∈(0,1) of chaotic system, sampling distance
d = 15 of chaotic system and initial sampling position n0.
Output:M × N measurement matrix.
1): Give control parameter r and initial value z0, and exe-

cute n0+MNd iterations for Tent-Sine. During the iteration,

sample chaotic state values with the distance of d as follows:

Z (d, r, z0) = {zn0+i×d }
MN−1
i=0 (13)

where Zn0+i×d is the (n0 + i × d)th chaotic state value.
When the sequence accumulates M values, the next value is
multiplied by a constant λ and then iterated. The value n0
is set to avoid the non-chaotic state in the initial iteration of
chaotic system.

2): Obtain chaotic sequence {wi}
MN−1
i=0 = {1 −

2zn0+i×d }
MN−1
i=0 according to chaotic sequence Zn0+i×d ,

so change the value of chaotic sequence from (0, 1) to (−1,1).
3): Construct measurement matrix in a column by column

way using chaotic sequence {wi}
MN−1
i=0 . The measurement

matrix is as follows:

8=

√
2
M


w0 wM . . . wMN−M
w1 wM+1 · · · wMN−M+1
...

...
. . .

...

wM−1 w2M−1 · · · wMN−1

 (14)

where factor
√

2
M is used to balance the energy before and

after sampling.
Step 5: Execute y = Af to obtain the preliminary ciphertext

y of the image after encryption and compression processing.
Step 6: First quantize the initial value (a, b) of step 3 as

a positive integer, then scramble the relative position of
the block by the Arnold transform. Since the first value of
the upper left corner after being processed by the Arnold
transform does not change, the transform coefficient can
be inferred from it. So the value in position (a mod (N ),
b mod (N )) and the first value of the upper left corner are
exchanged. After that, ciphertext z is obtained.

Step 7: Four chaotic sequences are produced by Chen
hyperchaotic system with initial value (x, y, z, h) obtained
by step 3. Considering that the chaotic sequences are used as
the initial value of two 2D-FRT and the FRT period is [0, 4),
the value of chaotic sequence is adjusted to [0, 4) by quantized
method:

k∗ = (k × 1014) mod 4 (15)

where k is chaotic value, k∗ is chaotic value after
quantization.
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Step 8: The 2D-FRT has two orders as variable parameters
and requires the chaotic sequence to provide initial values.
Because double random phase encryption is adopted, two
2D-FRTs are performed, and two random matrices are used
as a double random phase mask. The two random matrices
are given by a hyperchaotic system. The scrambled image
ciphertext z is transformed as a whole. The specific double
random phase encryption based on 2D-FRT method is as
follows:

1)The ciphertext obtained in the previous step is divided
into left and right two parts zr and zi. Then take the corre-
sponding value as the real part and the imaginary part of the
complex number to get the expression

T (x, y) = zr (x, y)+ zi(x, y) (16)

where T (x, y) is a new complex image.
2)The two random phase mask matrices R1 and R2 are

generated by the Chen hyperchaotic system and the two
orders 2D-FRT is performed on T (x, y)

C(x, y)=Fp2{Fp1{T (x, y) exp[iR1(x, y)]} exp[iR2(x, y)]}

(17)

Follow the above steps to get the final ciphertext.

B. IMAGE DECOMPRESSION AND DECRYPTION
ALGORITHM
The decompression and decryption scheme are the inverse
of the compression and encryption scheme. Sampling and
reconstruction are asymmetric in CS theory. The compu-
tational complexity of compression and encryption is low.
The computational complexity of reconstruction is higher
than that of compression and encryption. And the meth-
ods applied in sampling and reconstruction are different.
Specific steps of the decompression and decryption are as
follows:

Step 1: Iterate the Chen hyperchaotic system by the initial
key (a, b, c, d), and get four key streams.
Step 2: Because the 2D-FRT is an invertible transform,

namely (Fp)−1 = F−p. So the image cipher text is initially
decrypted, the negative value of the chaotic sequence in Step
1 is used to implement the inverse transform,

T (x, y) = F−p1{F−p2{C(x, y) exp[−iR2(x, y)]}

× exp[−iR1(x, y)]} (18)

Step 3: Decompose the complex image T (x, y) into a real
image, {

zr (x, y) = real [T (x, y)]
zi(x, y) = imag [T (x, y)]

(19)

Then follow the real part to the left and the imaginary part
to the right to restore the ciphertext z.

Step 4: The Arnold transform determined by the key (a,
b) restores the position (a mod (N ), b mod (N )) of the image
block. First, the position of the first value of the ciphertext is
exchanged with the first position of the ciphertext. Then the

image block is iteratively restored according to the Arnold
transformation to get the ciphertext y.

Step 5: The Tent-Sine chaotic map is iterated by the key
(r, z0) to obtain the chaotic measurement matrix used in the
encryption. The OMP reconstruction algorithm is applied to
the ciphertext obtained in the previous step, and the redundant
DCT dictionary is used in combination to recover the blocks.
The original image is obtained by recombining the block
image.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
For the new compression and encryption scheme, we con-
ducted security test, compression performance test and
robustness test. The compression and encryption are imple-
mented inMATLABR2012a running on a personal computer
with a 3.4-GHz processor and 4GB memory.

A. EXPERIMENTAL RESULTS
Test images are obtained from images taken by the Hubble
Space Telescope in public and USC-SIPI image database.
Given that the difference in pixel distribution of different
images will affect the compression ratio and encryption
effect of algorithm, we use three grayscale images com-
monly used in image processing technology to test security,
robustness and compression performance of the compression
and encryption algorithm proposed in this paper. The images
are M104, ARP273, and NGC6302 with 256 × 256. In the
experiment, in order to display the visual effect of the cipher-
text, the amplitude and phase values of the ciphertext are
put together. The test results are shown in Fig.2, in which
(a), (d) and (g) are original images, (b), (e), and (h) are
ciphertexts processed by encryption and compression. The
size of ciphertext is 181 × 181. It can be seen that the
ciphertext does not reveal the plaintext information. Fig. 2
(c), (f) and (i) are the reconstructed images. It can be seen
that the reconstructed image can retain the plaintext content
well.

B. COMPRESSION PERFORMANCE
Compression performance is measured by compression ratio
and PSNR. PSNR is used to measure image compression
quality.

PSNR = 10× log10(
x2peak
MSE

) (20)

where xpeak represents signal peak value, andMSE represents
mean square error.

MSE =
1

M × N

M∑
i=1

N∑
j=1

(f̂ (i, j)− f (i, j))2 (21)

where f̂ (i, j) and f (i, j) represent original image and testing
image, respectively. M and N represent the height of the
image and the width of the image, respectively.
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FIGURE 2. Original image, ciphertext and reconstructed image. (a) Origi-
nal M104 image. (b) Ciphertext of M104 image with compression ratio of
2. (c) Reconstructed M104 image with PSNR=37.2641. (d) Original ARP273
image. (e) Ciphertext of ARP273 image with compression ratio of 2.
(f) Reconstructed ARP273 image with PSNR=36.6259. (g) Original
NGC6302 image. (h) Ciphertext of NGC6302 image with compression ratio
of 2. (i) Reconstructed NGC6302 image with PSNR=34.3081.

TABLE 1. Lena image quality comparison at different compression ratios.

For aM×N image, the compression ratio CR is calculated
as follows:

CR =

M∑
i=1

N∑
j=1

rb(i, j)

M∑
i=1

N∑
j=1

rc(i, j)

=
r̄b
r̄c

(22)

where r̄b represents average value of image pixel code length
rb, r̄c represents average value of image pixel code length rc.
Since image Lena is employed by most of existing meth-

ods, we select image Lena to perform the compare operation.
The test results are shown in Table 1.

Reference [38] is an image compression-encryption
scheme combining 2D CS with discrete fractional random
transform. From Table 1, we can see that the reconstructed

TABLE 2. Avalanche effect test results for changing the plaintext and
keys.

image using the compression and encryption method in this
paper has better image quality. That is to say with the same
reconstructed effect, our scheme can achieve a larger com-
pression ratio.

C. KEY SPACE ANALYSIS
The key space of the image encryption system needs to
be at least 2128 to be effective against exhaustive attacks.
In this encryption scheme, the key is the initial value (r , z0)
of the Tent-Sine chaotic map, the initial value (a, b) of
Arnold transform, and the initial value (x, y, z, h) of the
Chen hyperchaotic system that correspond to the construction
of chaotic measurement matrix, scrambling encryption and
the construction of the double random phase mask matrix.
Because the key is related to the plaintext, and the plaintext
hash value with SHA256 is divided to get the key, the key
space is K = 2256. It can be seen that this encryption scheme
has a large enough key space to withstand exhaustive attacks.

D. AVALANCHE EFFECT TEST
Avalanche effect refers to the effect that when the input
of encryption algorithm changes slightly, ciphertext changes
greatly. This property ensures better randomization char-
acteristics, making it difficult for attackers to obtain input
from the output. In the following tests, the key (r , z0) of
the measurement matrix, the scrambled key (a, b), and the
2D-FRT key (x, y, z, h) are artificially changed by one bit,
and then the change of the ciphertext is compared. The ideal
rate of change is 50%. Table 2 shows the avalanche effect test
results with a change of one bit for the plaintext and the key
respectively.

From Table 2, we can see that the encryption algorithm can
guarantee to approach the ideal value of avalanche effect. The
avalanche effect of the algorithm benefits from two aspects.
On the one hand, initial value sensitivity of the chaotic map
provides good randomness; on the other hand, random phase
mask matrices used in FRT encryption can well spread the
small changes of the key.

E. CORRELATION TEST
The correlation of adjacent pixels in an image is a criterion for
evaluating the scrambling degree of an encryption algorithm.
Only by destroying the pixel correlation of the original image,
the attacker cannot infer the adjacent pixel value. Thereby
the security of the image information is ensured. In the test,
5000 pixels are randomly selected in the horizontal, vertical,
and diagonal directions. The correlation distribution of pixels
before and after encryption is shown in Fig. 3.
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FIGURE 3. The pixel correlation distributions of original and encrypted image. (a) The correlation distribution of original M104 image. (b) The
correlation distribution of encrypted M104 image. (c) The correlation distribution of original ARP273 image. (d) The correlation distribution of
encrypted ARP273 image. (e) The correlation distribution of original NGC6302 image. (f) The correlation distribution of encrypted NGC6302 image.

According to the test results, the distributions of the three
images before encryption in the three horizontal, vertical,
and diagonal directions show a certain rule. Since this rule
is related to the plaintext image information. So if you
cannot change the distribution of this rule, it will be insecure.
After encryption is performed by the encryption algorithm
proposed, the distribution of pixels is uniform. The algo-
rithm destroys the correlation between adjacent pixels of
the image, achieves a good scrambling effect, and ensures
image information security. The following quantitative anal-
ysis shows that the encryption algorithm achieves the purpose
of destroying the correlation of adjacent pixels in the image.

The calculation of correlation is as follows

Cr=

N
N∑
j=1

(xjyj)− (
N∑
j=1

xj)(
N∑
j=1

yj)√
(N

N∑
j=1

x2j − (
N∑
j=1

xj)2)

√
(N

N∑
j=1

y2j − (
N∑
j=1

yj)2)

(23)

where xi and yj represent adjacent pixel values, N represents
number of pixels. The test results are shown in Table 3.

From Table 3, it can be seen that before encryption,
correlation coefficients in three directions of three images
are all close to 1, that is, they have strong correlation.
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FIGURE 4. Histogram of original and encrypted image. (a) Histogram of original M104 image. (b) Histogram of encrypted M104 image. (c) Histogram
of original ARP273 image. (d) Histogram of encrypted ARP273 image. (e) Histogram of original NGC6302 image. (f) Histogram of encrypted NGC6302
image.

TABLE 3. Correlation coefficient of adjacent pixels.

After encryption, the correlation coefficient in the hori-
zontal, vertical, and diagonal directions are all reduced,
and is close to zero. Therefore, the test results verify that
the compression encryption algorithm satisfies the security
requirements.

F. HISTORGRAM ANALYSIS
In the field of image encryption, the distribution of pixels
in the histogram before and after encryption is often used to
judge the quality of the encryption algorithm. The test result
is shown in Fig. 4.

Fig.4(a), Fig.4(c) and Fig.4(e) are the original images. The
histogram distribution presents a certain rule. The attacker
will probably infer the original image information through

TABLE 4. Information entropy test results.

this rule. So a good encryption algorithm must be able to
hide this rule. As shown in Fig.4(b), Fig.4(d), and Fig.4(f),
the histograms of the encrypted images show a nearly uniform
distribution of pixels. It makes it difficult for attackers to get
useful statistics from the ciphertext image.

G. INFORMATION ENTROPY TEST
The information entropy characterizes the degree of confu-
sion in the ciphertext. Table 4 lists the entropy values of the
three images before and after encryption.

From Table 4, it can be seen that the image data exhibits
good randomness after being processed by the compression
and encryption algorithm proposed.
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FIGURE 5. Decryption image with small changed keys and correct key.
(a) M104 original image. (b) Decrypted image with key r + ε. (c) Decrypted
image with key z0 + ε. (d) Decrypted image with key a + ε. (e) Decrypted
image with key b + ε. (f) Decrypted image with key x + ε. (g) Decrypted
image with key y + ε. (h) Decrypted image with key z + ε. (i) Decrypted
image with key h + ε. (j) Decrypted image with correct key.

H. KEY SENEITIVITY TEST
The key sensitivity refers to that the key will lose its effect
for decryption when a small change to key value occurs.
The algorithm proposed uses 8 values as the key. In order to
complete the test, a small change ε = (2×rand()−1)×10−10

is performed for each key, where rand() is used to generate a
random number from 0 to 1. When the changed key is used
for decryption, the result is shown in Fig. 5.

It can be seen from Fig.5(b) to Fig.5(i), we cannot decrypt
the plaintext for any key change. The security attribute of
the key sensitivity in encryption algorithm proposed benefits
from the chaotic map. The chaotic measurement matrix is
constructed by Tent-Sinemap. Unlike other image encryption
schemes based on FRT [32], [33], the double random phase

FIGURE 6. Graph of deviation in decryption orders in the x direction from
the correct values against the resultant MSE.

FIGURE 7. Reconstructed image disturbed by noise. (a) The original
image. (b) The reconstructed image with σ = 5. (c) The reconstructed
image with σ = 10.

mask matrix is also constructed by the chaotic map, that is
Chen hyperchaotic system. So the small changes in the key
will cause the construction of thematrices to be very different.
Therefore, the security of the algorithm is fully guaranteed.

At the same time, we examine sensitivities of the frac-
tional orders. For comparison, we encrypt image Lena.
The ciphertext image obtained from image Lena is decrypted
with the correct order and the modified order, and then the
difference between the original image and the decrypted
image is measured using MSE in Eq.(21). Fig.6 shows the
mean square error curves of fractional orders in x direction
under different deviation degrees.

From Fig.6, we can see that the sensitivity of the fractional
orders appears better than the equivalent fractional orders in
analogous methods [32], [33].

I. RECONSTRUCTION ROBUSTNESS TEST
In communication environment, ciphertext image is often
easily disturbed and destroyed by noise, such as the deep-
space transmission environment is characterized by its high
bit error rate, so reconstruction robustness is a valuable fea-
ture of compression and encryption algorithm. Therefore,
when transmitting ciphertext, it must be able to guarantee
the robustness of ciphertext. That is, when the ciphertext is
changed due to interference, it can still recover some useful
information. For this test, Gaussian noise is added to each
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TABLE 5. Comparison with AES.

FIGURE 8. Reconstructed image using AES under Gaussian noise. (a) The
original image. (b) The reconstructed image with σ = 5. (c) The recon-
structed image with σ = 10.

element of the ciphertext amplitude and phase:

C ′ = C + σG (24)

whereG represents Gaussian noise and σ represents intensity
factor. C and C ′ represent ciphertext and ciphertext disturbed
by noise respectively. Fig.7 gives the results of reconstructed
effect disturbed by noise.

Fig. 7(a) is the original image and Fig. 7(b) is the recon-
structed image with σ = 5. The PSNR value of the image
can reach 30.9765. Fig. 7(c) is the reconstructed image with
σ = 10. Although the image quality suffers a great loss, it can
still distinguish the original image information and its PSNR
value is 28.2765. It can be seen that with the increase of noise
intensity, the quality of reconstructed image decreases. How-
ever, it can also be seen that even if the noise intensity reaches
10, the main content of the corresponding reconstructed
image is still very clear. The experimental result shows that
the compression and encryption algorithm has reconstruction
robustness and is suitable for situations in which the trans-
mission environment is susceptible to interference.

J. PERFORMANCE COMPARISON WITH THE TRADITIONAL
ENCRYPTION ALGORITHM
In this section, we provide comparisons with Advanced
Encryption Standard (AES) encryption algorithm.
We encrypted scrambled measured value with 128 bits AES
and cipher block chaining (CBC) mode. Table 5 shows the
comparison results for the correlation coefficient of adjacent
pixels.

From Table 5, it can be seen that our scheme is slightly
better than AES in horizontal and diagonal correlation
coefficient.

Fig. 8 shows the results of reconstructed effect using AES
under Gaussian noise. Fig. 8(a) is the original image and
Fig. 8(b) is the reconstructed image with σ = 5. The PSNR
value of the image is 4.5039. Fig. 8(c) is the reconstructed
image with σ = 10 and the PSNR is 4.5573.
Compare Fig.7 with Fig.8, we can see the proposed scheme

have better reconstruction robustness than AES.

V. CONCLUSION
In this paper, an image compression and encryption scheme
based on CS and Fourier transform was proposed. The
scheme not only ensures the security, but also preserves the
reconstruction robustness of CS. Firstly, the image is sampled
and compressed with chaotic measurement matrix. At the
same time, encryption is implemented to obtain preliminary
compressed and encrypted image data. Then, since the leak-
age of the original image energy information is a disadvan-
tage of compressive sensing applied to encryption, the Arnold
transformation is applied to implement scrambling encryp-
tion to hide the energy distribution information of the original
image. Finally, the scrambled image data is divided into two
parts, amplitude and phase, so that it is convenient to apply
2D-FRT for double random phase encryption. The advantage
of using 2D-FRT encryption is that it can guarantee high
security and preserve the reconstruction robustness of CS, and
2D-FRT is easy to implement with optical hardware. The test
results show that the proposed compression and encryption
scheme has high security, good compression performance and
reconstruction robustness.
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