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ABSTRACT Dempster-Shafer evidence theory plays an important role in many applications such as
multi-sensor data fusion and pattern recognition. However, if there are conflicts among evidences, the results
of data fusion using Dempster combination rule may lead to counter-intuitive results. In this paper, we pro-
pose a new method named elementary belief assignment function for conflict data fusion. The proposed
method aims at getting a more rational data fusion result by preprocessing the mass function before imple-
menting data fusion with Dempster’s combination rule. The elementary belief assignment function takes into
consideration not only the number of focal elements in the current body of evidence but also the proposition
in the power set space. By assigning the mass value of potential conflict focal element to other related
propositions in the power set space, we can reduce the conflict level among different bodies of evidences
effectively. We verify the rationality and efficiency of the proposed method according to several experiment
examples.

INDEX TERMS Dempster-Shafer evidence theory, conflict management, conflict data fusion, basic belief
assignment, elementary belief assignment function.

I. INTRODUCTION
Information fusion technology has been applied to a variety
of scenarios, such as military situation assessment, artificial
intelligence, cloud computing and so on. Information fusion
needs to deal with a large number of uncertain informa-
tion with the characteristics of multi-source heterogeneity,
imprecision, unreliability and imperfection. Theoretical tools
for processing uncertain information include probability the-
ory [1], fuzzy set theory [2], rough set theory [3], Dempster-
Shafer evidence theory (D-S evidence theory) [4]–[6],
information entropy theory [7], [8] etc.

As a typical information fusion theory, D-S evidence the-
ory is an extension of probability theory, that the basic prob-
ability assignment (BPA) function is a kind of imprecise
probability [9]. It has been applied to solve problems in
diverse areas. In [10]–[12], new methods are proposed in the
framework of D-S theory for revealing the data structure in
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clustering. In [13], [14], D-S theory is adopted for improv-
ing the reliability and efficiency in decision-making process.
D-S theory is also effective in problems related to decision-
making [15], [16], classification [17]–[19], sensor data
fusion [20], and so on [21]–[23].

D-S evidence theory can deal with uncertainty informa-
tion. However, Zadeh points out the potential problems in
the evidence theory: if there is a conflict among the bod-
ies of evidence, the fusion result may be counter-intuitive
[24], [25]. Consequently, how to manage the conflict evi-
dence is an important issue for uncertain information pro-
cessing in the frame of D-S evidence theory [26]–[28]. The
mathematical basis, validity and rationality of data fusion
in evidence theory have become a focus of current research
[29], [30]. The negation of BPA is a new mathematical tool
for uncertain or conflict information processing in evidence
theory [30]. D-numbers theory breaks through the mutual
exclusion of elements in the frame of discernment [31], [32].
Dependent evidence fusion [33] is also a promising method
for conflict evidence processing. DSmT theory redistributes
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the conflict information in the frame of discernment through
logical operation to avoid conflicts in subsequent data
fusion [34].

To address the conflict data fusion problem in evidence
theory, current researches focus on modifying the Demp-
ster’s combination rule or modify the original mass function
[35]–[37]. For the first class, some researchers argue that
Dempster’s combination rule leads to the lost of conflict
information. So, the new combination rules need to focus
on how to distribute the conflict. In particular, we should
consider the conflict to be distributed to which subset and
in what proportion. The method of modifying combination
rules can solve the conflict problem in some degree. But
the modification of classical combination rule may leads to
losing some good properties in the combination rule, e.g.
additivity and associativity in Dempster combination rule.
For the second class, the method of modifying origin mass
function retains the characteristics of the classic Dempster
combination rule. Some methods proposed are (1) using a
weighted average of the modified source data evidence [38],
(2) themethod of conflict evidence correction based on uncer-
taintymeasurement of evidence [39], (3) evidence assessment
method for measuring the degree of conflict [40], [41]. There
is no definite method for evidence modification. Recently,
a new method named base belief function is proposed [42].
Base belief function modifies the origin mass function which
is a new perspective for conflict data processing. However,
base belief function assigns the base belief function among
the power set space, which assigns toomuchmass value to the
non-focal element propositions. In this paper, we improved
the base belief function method by proposing a new method
named the elementary belief assignment function. Compared
with the previous method, the proposed method can reduce
the amount of computation in some cases.

The rest of this paper is organized as follows. In Section II,
the basic concepts in D-S evidence theory are briefly intro-
duced. The elementary belief assignment function is pro-
posed in Section III. Section IV presents some experiment
results with the proposed method. Finally, conclusions and
the possible following work are provided in Section V.

II. PRELIMINARIES
In this section, we will introduce some preliminaries in detail.

A. DEMPSTER-SHAFER EVIDENCE THEORY
Dempster-Shafer evidence theory (D-S evidence theory) is
an imprecise reasoning theory first proposed by Dempster
in 1967 [5] and further developed by Shafer in 1976 [4].
Definition 1: Frame of Discernment (FOD)
Frame of Discernment � is defined as a non-empty set

�= {θ1, θ2, . . . , θi . . . , θn}, it has N mutually exclusive ele-
ments. Its power set contains 2N elements, which is repre-
sented as follows:

2� = {∅, {θ1}, {θ2}, . . . , {θN }, {θ1, θ2}, . . . , {θ1,

θ2, . . . , θi}, . . . , �}. (1)

Definition 2: Mass function
In FOD, the basic evidence function is defined to represent

uncertain information. Mass function, also known as basic
probability assignment (BPA) or basic belief assignment
(BBA), m(A) is a mapping of powerset 2� on interval [0,1].
This mapping satisfies the following relation:

m(∅) = 0,
∑
A∈�

m(A) = 1. (2)

If m(A) > 0, then A is called a focal element.
Definition 3: Body of evidence
Body of evidence is an evidence unit for uncertain infor-

mation modeling based on FOD. A body of evidence is a
tuple for proposition sets and their mass functions, defined
as follows:

(X ,m) = {〈A,m(A)〉 : A ∈ 2�,m(A) > 0}. (3)

where, X is a subset on the powerset 2�.
Definition 4: Dempster combination rule
In the framework of evidence theory, two separate sets of

mass functions m1, m2 can be used for data fusion using the
following rule ((m = m1 ⊕ m2)):

m(A) =


1

1− k

∑
B∩C=A

m1(B)m2(C), A 6= ∅

0, A = ∅
(4)

where

k =
∑

B∩C=∅

m1(B)m2(C).

k is a normalized factor.

B. OPEN ISSUES IN THE CLASSICAL COMBINATION RULE
The following example clarifies a shortcoming in the classical
Dempster’s combination rule.
Example 1: Assuming that the FOD is �= {a, b, c}, The

BPA values for the two groups are as follows (adopted from
Zadeh [24], [25]):

m1(b) = 0.01, m1(c) = 0.99;
m2(a) = 0.99, m2(b) = 0.01.

With Dempster combination rule, the fusion result is
m(b) = 1,m(a) = m(c) = m(a, b) = m(a, c) = m(b, c) =
m(a, b, c) = 0. Obviously, this result is counterintuitive,
because the first evidence source strongly supports the propo-
sition {c} and the second evidence source strongly supports
proposition {a}, but the fusion result assigns a belief of 0 for
{a} and {c}. Simultaneously, both sources of evidence have
a very low belief for proposition {b} in comparison with {a}
and {c}, but the fusion result assigns a value of 100% belief
on {b}.

The example shows a shortcoming in classical Dempster
combination rule. If the mass function of a subset is 0, then
in the final fusion result, the corresponding proposition is still
assigned a mass value of 0. However, in some cases, even if
the mass function of some proposition is 0, the correspond-
ing proposition should also be taken into consideration for
addressing potential conflict data.
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III. THE ELEMENTARY BELIEF ASSIGNMENT FUNCTION
In this section, we construct a new function named the ele-
mentary belief assignment function for evidencemodification
to get a reasonable fusion result regarding the open issue
in the classical combination rule. We give some numerical
examples to analyze the fusion results obtained by the pro-
posed methods in comparison with the existed method.

Assuming that A is a set of N elements, we know that A
has 2N subsets. We discuss this issue in the closed world
assumption, thus,m(∅) = 0. Based on the above assumptions,
we define the elementary belief assignment function n(Ri) as
follows:

n(Ri) =
1
λ
, (5)

where Ri represents a subset in FOD �. λ represents the
number of focal elements contained in each body of evidence.
For the same focal element mentioned in multiple body of
evidence, the calculation is only once. For example, we have
the following two bodies of evidence:

m1(a) = 0.1, m1(b) = 0.9.

m2(a) = 0.1, m2(a, c) = 0.2, m2(a, b, c) = 0.7.

Consequently, the number of focal elements contained in all
the body of evidences is 4: {a}, {b}, {a, c}, {a, b, c}. It should
be noted that {a} is mentioned in both body of evidence, and
it is only calculated once.

Once we have the elementary belief assignment function,
the next step is to modify the data. The method is to take
the arithmetic mean of the focal elements in each body of
evidence. The mean value of the modified data is defined as
follows:

M (Ri) =
m(Ri)+ n(Ri)

1+
2� − 1
λ

. (6)

An illustration to the complete calculation process is shown
in Figure 1. The elementary belief assignment function is
used to modify the basic belief assignment as well as weaken
its conflict. The proposed method considers both the size
of the FOD and the number of focal elements in the body
of evidence. For the initial belief distribution that contains
approximate definite belief assignment such as 0.99 or a small
belief assignment such as 0.01, the proposed method can
weaken the potential conflict for a better result.

IV. EXPERIMENT RESULTS
To illustrate the rationality of the elementary belief assign-
ment function, we give the following examples with different
conflict cases.
Example 2: Assuming that the FOD is � = {a, b, c},

the BPA values for the body of evidence are as follows:

m1(a) = 0.99, m1(a, b) = 0.01;

m2(b) = 0.01, m2(c) = 0.99.

With the proposed method, the calculation process is as
follows.

FIGURE 1. The flowchart of data processing with the elementary belief
assignment function.

Step 1 : Determine the number of focal elements.
In this case, there are four focal elements denoted as {a},
{b}, {c} and {a, b}. So, λ = 4.

Step 2 : Calculate the value of elementary belief assign-
ment function based on Eq. (5).

n(Ri) =
1
λ
=

1
4
.

Step 3 : Calculate the size of FOD :
There are 3 elements in FOD, so the size of FOD is:

23 − 1 = 7.

Step 4 : Calculate the modified BPA values.

M1(a) =
m1(a)+ n(Ri)

1+
2� − 1
λ

=

0.99+
1
4

1+
7
4

= 0.45.

M1(a, b) =
m1(a, b)+ n(Ri)

1+
2� − 1
λ

=

0.01+
1
4

1+
7
4

= 0.09.

M1(b) = M1(c) = M1(a, c) = M1(b, c) = M1(a, b, c)

=
m1(Ri)+ n(Ri)

1+
2� − 1
λ

=

1
4

1+
7
4

= 0.09.

M2(b) =
m2(b)+ n(Ri)

1+
2� − 1
λ

=

0.01+
1
4

1+
7
4

= 0.09.

M2(c) =
m2(c)+ n(Ri)

1+
2� − 1
λ

=

0.99+
1
4

1+
7
4

= 0.45.
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TABLE 1. Results of two combination methods of Example 3.

FIGURE 2. Comparison of fusion results of Example 3.

M2(a) = M2(a, b) = M2(a, c) = M2(b, c) = M2(a, b, c)

=
m2(c)+ n(Ri)

1+
2� − 1
λ

=

0.99+
1
4

1+
7
4

= 0.09.

Step 5 : Data fusion based on Dempster combination rule.
The fusion result is shown as follows:

m(a) = 0.36, m(b) = 0.13, m(c) = 0.36,

m(a, b) = 0.04, m(a, c) = 0.04, m(b, c) = 0.04,

m(a, b, c) = 0.01.

The fusion result and the normalization factor k after
data modification with the proposed method are compared
with the result without using data modification, as shown
in Table 1 and Figure 2.

In this case, the results of the classical Dempster’s com-
bination rule are anomalous. Both evidential bodies assign a
mass value of almost 0 to {b}, but the fusion result indicates
that the belief on {b} is 100%. The value of the normal-
ization factor k can be reduced to 0.43 from by using the
proposed method. Accordingly, the fusion results indicated
that {a} and {c} were assigned the same and highest levels

of BPA with a mass value of 0.36, which is conform to our
intuition.
Example 3: Assuming that the FOD is � = {a, b, c},

the BPA values for the body of evidence are as follows:

m1(a) = 0.30, m1(b) = 0.30,

m1(c) = 0.30, m1(a, b, c) = 0.10;

m2(a, b) = 0.30, m2(b, c) = 0.30,

m2(a, c) = 0.30, m2(a, b, c) = 0.10.

We calculate the fusion results by Dempster’s combina-
tion rule and the normalization factor k with the modified
data using the proposed method. The result is also com-
pared with the result without data modification, as shown in
Table 2 and Figure 3.

FIGURE 3. Comparison of fusion results of Example 4.

It can be seen from Figure 2, the fusion results and the
conflict coefficient obtained by the twomethods are relatively
close. This is decided by the characteristics of the original
mass function values. Each subset in the identification frame-
work is a focal element, and their mass function values are
close to each other with low conflict. No evidence source
strongly supports a specific subset. It also shows that, in the
condition of low conflict, using the proposed method can
achieve a rational fusion result.
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TABLE 2. Results of two combination methods of Example 4.

Example 4: Assuming that the FOD is � = {a, b}. The
BPA values for the body of evidence are as follows:

m1(a) = 1;

m2(b) = 1.

The fusion result and normalization factor k with and without
the proposed method are shown in Table 3 and Figure 4.

TABLE 3. Results of two combination methods of Example 5.

FIGURE 4. Comparison of fusion results of Example 5.

The method without data modification gives the result that
{a} = {b} = {a, b} = 0, which is abnormal. In the original
BPA distribution, the two sources of evidence strongly sup-
port {a} and {b}. Thus, the belief support for {a} and {b}
should be approximately equal in the fusion result. The result
with the proposedmethod is {a}= {b}= 0.47which is in line
with expectations. In addition, the proposed method assigns
a belief of 0.07 on {a, b}, which shows the superiority of D-S
evidence theory in modeling uncertainty in a power set space
rather than the set of basic events.
Example 5: Assuming that the FOD is � = {a, b, c}. The

BPA values for the body of evidence are as follows:

m1 (a) = 0.90, m1 (b) = 0.00, m1 (c) = 0.00,

m1 (a, b) = 0.00, m1 (a, c) = 0.00,

m1 (b, c) = 0.00, m1 (a, b, c) = 0.1;

m2 (a) = 0.05, m2 (b) = 0.05, m2 (c) = 0.90,

m2 (a, b) = 0.00, m2 (a, c) = 0.00,

m2 (b, c) = 0.00, m2 (a, b, c) = 0.00.

We compare the fusion results by using the two meth-
ods and the normalization factor, as shown in Table 4
and Figure 5.

FIGURE 5. Comparison of fusion results of Example 6.

In this case, the two bodies of evidence for {a} and {c} are
assigned a belief of 0.9 respectively. However, in the fusion
result without using the proposed method, the belief for {c}
is nearly two times than that for {a}. The value of k is 0.86,
which can be seen as a high conflict in this case, the fusion
result without data modification is not rational. The proposed
method reduces the normalization factor k to 0.4. The fusion
result with the proposed method is {a} = {c} = 0.35 which
satisfies our intuitive.
Example 6: Assuming that the FOD is � = {a, b},

the BPA values for the body of evidence are as follows:

m1 (a) = 1;

m2 (a, b) = 1.

The fusion result by using the classical Dempster’s com-
bination rule directly and the proposed method are shown
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TABLE 4. Results of two combination methods of Example 6.

TABLE 5. Results of two combination methods of Example 7.

FIGURE 6. Comparison of fusion results of Example 7.

in Table 5 and Figure 6, as well as a comparison on the
normalization factor k .
In the two bodies of evidence, the first source assigns 100%

mass value on {a} while the second source assigns 100%
mass value on {a, b}. Therefore, from the intuition, the fusion
results should assign a belief on {a} and {a, b} respectively.
But the fusion results using Dempster’s combination rule
directly are {a} = 1, {b} = {a, b} = 0. It’s clearly a breach
of the intuition. In contrast, the proposed method assigns a
certain mass value to {a}, {b} and {a, b} respectively and
the belief on {a} is the largest which is consist with the initial
belief assignment in the sources of evidence.

V. CONCLUSION
If there is high conflict among evidence sources when using
Dempster’s combination rule for data fusion, unreasonable
fusion results may occur. Solutions to this problem can be
divided into two categories: modifying the original BPA and
modifying the combination rules. In this paper, we improve
the fusion result by proposing the elementary belief
assignment function to modify the initial BPA functions.

The proposed method takes into account not only the focal
element in the current body of evidence but also the proposi-
tion in the power set space, which can assign the belief to
other related propositions in the power set space and sub-
sequently reduce the conflict level effectively. In addition,
if the conflict is small, the proposed method is compatible
with the fusion result of using Dempster’s combination rule
directly. The proposed method does not modify the Dempster
combination rule, thus, the superiority in the properties of
the classical combination rule is satisfied, e.g. additivity and
associativity in Dempster combination rule.

The proposed method still has some shortcomings. It can
only be applied to the closed world assumption. In the open
world assumption, the variety of uncertainties will increase,
e.g. the type and number of unknown elements, the size of
incomplete FOD [43], [44]. In this case, the elementary belief
assignment function should be improved in a new method,
which can be the following research direction of this work.

REFERENCES
[1] W. Feller, An Introduction to Probability Theory and Its Applications,

vol. 2. Hoboken, NJ, USA: Wiley, 2008.
[2] L. A. Zadeh, ‘‘Fuzzy sets,’’ Inf. Control, vol. 8, no. 3, pp. 338–353, 1965.
[3] Z. Pawlak, ‘‘Rough sets,’’ Int. J. Comput. Inf. Sci., vol. 11, no. 5,

pp. 341–356, 1982.
[4] G. Shafer, A Mathematical Theory of Evidence. Princeton, NJ, USA:

Princeton Univ. Press, 1976.
[5] A. P. Dempster, ‘‘Upper and lower probabilities induced by a multivalued

mapping,’’ Ann. Math. Statist., vol. 38, no. 2, pp. 325–339, Apr. 1967.
[6] A. P. Dempster, ‘‘Upper and lower probabilities induced by a multivalued

mapping,’’ in Classic Works of the Dempster-Shafer Theory of Belief
Functions. Berlin, Germany: Springer, 2008, pp. 57–72.

[7] J. Liang, Z. Shi, D. Li, and M. J. Wierman, ‘‘Information entropy, rough
entropy and knowledge granulation in incomplete information systems,’’
Int. J. Gen. Syst., vol. 35, no. 6, pp. 641–654, Dec. 2006.

[8] L. Paninski, ‘‘Estimation of entropy and mutual information,’’ Neural
Comput., vol. 15, no. 6, pp. 1191–1253, Jun. 2003.

[9] P. Walley, ‘‘Towards a unified theory of imprecise probability,’’ Int. J.
Approx. Reasoning, vol. 24, nos. 2–3, pp. 125–148, May 2000.

[10] Z.-G. Su and T. Denoeux, ‘‘BPEC: Belief-peaks evidential clustering,’’
IEEE Trans. Fuzzy Syst., vol. 27, no. 1, pp. 111–123, Jan. 2019.

[11] J. Meng, D. Fu, and Y. Tang, ‘‘Belief-peaks clustering based on fuzzy label
propagation,’’ Appl. Intell., pp. 1–13, Jan. 2020, doi: 10.1007/s10489-019-
01576-4.

[12] K. Zhou, A. Martin, Q. Pan, and Z. Liu, ‘‘SELP: Semi-supervised eviden-
tial label propagation algorithm for graph data clustering,’’ Int. J. Approx.
Reasoning, vol. 92, pp. 139–154, Jan. 2018.

[13] C. Fu, J.-B. Yang, and S.-L. Yang, ‘‘A group evidential reasoning approach
based on expert reliability,’’Eur. J. Oper. Res., vol. 246, no. 3, pp. 886–893,
Nov. 2015.

[14] L. Fei, Y. Deng, and Y. Hu, ‘‘DS-VIKOR: A new multi-criteria decision-
making method for supplier selection,’’ Int. J. Fuzzy Syst., vol. 21, no. 1,
pp. 157–175, Sep. 2018.

[15] C. Fu and Y. Wang, ‘‘An interval difference based evidential reason-
ing approach with unknown attribute weights and utilities of assessment
grades,’’ Comput. Ind. Eng., vol. 81, pp. 109–117, Mar. 2015.

VOLUME 8, 2020 37931

http://dx.doi.org/10.1007/s10489-019-01576-4
http://dx.doi.org/10.1007/s10489-019-01576-4


R. Li et al.: Improved Method to Manage Conflict Data Using Elementary Belief Assignment Function in the Evidence Theory

[16] F. Xiao, ‘‘A multiple-criteria decision-making method based on d numbers
and belief entropy,’’ Int. J. Fuzzy Syst., vol. 21, no. 4, pp. 1144–1153,
Mar. 2019.

[17] Z.-G. Liu, Q. Pan, J. Dezert, andG. Mercier, ‘‘Hybrid classification system
for uncertain data,’’ IEEE Trans. Syst., Man, Cybern. Syst., vol. 47, no. 10,
pp. 2783–2790, Oct. 2017.

[18] Z. Liu, Y. Liu, J. Dezert, and F. Cuzzolin, ‘‘Evidence combination based on
credal belief redistribution for pattern classification,’’ IEEE Trans. Fuzzy
Syst., to be published.

[19] J. Meng, D. Fu, Y. Tang, T. Yang, and D. Zhang, ‘‘A novel semi-supervised
classification method based on soft evidential label propagation,’’ IEEE
Access, vol. 7, pp. 62210–62220, 2019.

[20] F. Xiao, ‘‘Multi-sensor data fusion based on the belief divergence measure
of evidences and the belief entropy,’’ Inf. Fusion, vol. 46, pp. 23–32,
Mar. 2019.

[21] X. Zhang, S. Mahadevan, and X. Deng, ‘‘Reliability analysis with linguis-
tic data: An evidential network approach,’’ Rel. Eng. Syst. Saf., vol. 162,
pp. 111–121, Jun. 2017.

[22] J. Ding, D. Han, J. Dezert, and Y. Yang, ‘‘A new hierarchical ranking
aggregation method,’’ Inf. Sci., vol. 453, pp. 168–185, Jul. 2018.

[23] Y. Song, X. Wang, J. Zhu, and L. Lei, ‘‘Sensor dynamic reliability evalua-
tion based on evidence theory and intuitionistic fuzzy sets,’’ Appl. Intell.,
vol. 48, no. 11, pp. 3950–3962, May 2018.

[24] L. A. Zadeh, ‘‘Review of a mathematical theory of evidence,’’ AI Mag.,
vol. 5, no. 3, p. 81, 1984.

[25] L. A. Zadeh, ‘‘A simple view of the Dempster–Shafer theory of evidence
and its implication for the rule of combination,’’ AI Mag., vol. 7, no. 2,
p. 85, 1986.

[26] Y. Deng, ‘‘Generalized evidence theory,’’ Appl. Intell., vol. 43, no. 3,
pp. 530–543, 2015.

[27] Y. Deng, ‘‘Deng entropy,’’ Chaos, Solitons Fractals, vol. 91, pp. 549–553,
Oct. 2016.

[28] T. Denoeux, ‘‘Maximum likelihood estimation from uncertain data in the
belief function framework,’’ IEEE Trans. Knowl. Data Eng., vol. 25, no. 1,
pp. 119–130, Jan. 2013.

[29] E. Lefevre, O. Colot, and P. Vannoorenberghe, ‘‘Belief function combina-
tion and conflict management,’’ Inf. Fusion, vol. 3, no. 2, pp. 149–162,
Jun. 2002.

[30] L. Yin, X. Deng, and Y. Deng, ‘‘The negation of a basic probability assign-
ment,’’ IEEE Trans. Fuzzy Syst., vol. 27, no. 1, pp. 135–143, Jan. 2019.

[31] H.-C. Liu, J.-X. You, X.-J. Fan, and Q.-L. Lin, ‘‘Failure mode and effects
analysis using d numbers and grey relational projection method,’’ Expert
Syst. Appl., vol. 41, no. 10, pp. 4670–4679, Aug. 2014.

[32] X. Deng, Y. Hu, Y. Deng, and S. Mahadevan, ‘‘Supplier selection using
AHP methodology extended by D numbers,’’ Expert Syst. Appl., vol. 41,
no. 1, pp. 156–167, Jan. 2014.

[33] X. Su, L. Li, H. Qian, S. Mahadevan, and Y. Deng, ‘‘A new rule to
combine dependent bodies of evidence,’’ Soft Comput., vol. 23, no. 20,
pp. 9793–9799, Feb. 2019.

[34] J. Dezert, Z.-G. Liu, and G. Mercier, ‘‘Edge detection in color images
based on DSmT,’’ in Proc. 14th Int. Conf. Inf. Fusion, 2011, pp. 1–8.

[35] W. Zhang and Y. Deng, ‘‘Combining conflicting evidence using the
DEMATEL method,’’ Soft Comput., vol. 23, no. 17, pp. 8207–8216,
Aug. 2019.

[36] Y. Song, X. Wang, W. Wu, W. Quan, and W. Huang, ‘‘Evidence combina-
tion based on credibility and non-specificity,’’ Pattern Anal. Appl., vol. 21,
no. 1, pp. 167–180, 2018.

[37] W. Jiang and J. Zhan, ‘‘A modified combination rule in generalized evi-
dence theory,’’ Appl. Intell., vol. 46, no. 3, pp. 630–640, 2017.

[38] D. Yong, S. WenKang, Z. ZhenFu, and L. Qi, ‘‘Combining belief functions
based on distance of evidence,’’ Decis. Support Syst., vol. 38, no. 3,
pp. 489–493, Dec. 2004.

[39] R. Haenni, ‘‘Are alternatives to Dempster’s rule of combination real alter-
natives? Comments on ‘about the belief function combination and the
conflict management problem,’’’ Inf. Fusion, vol. 3, no. 3, pp. 237–239,
2002.

[40] B. Ayrulu and B. Barshan, ‘‘Reliability measure assignment to sonar
for robust target differentiation,’’ Pattern Recognit., vol. 35, no. 6,
pp. 1403–1419, Jun. 2002.

[41] Y. Li and Y. Deng, ‘‘Generalized ordered propositions fusion based
on belief entropy,’’ Int. J. Comput. Commun. Control, vol. 13, no. 5,
pp. 792–807, Sep. 2018.

[42] Y. Wang, K. Zhang, and Y. Deng, ‘‘Base belief function: An efficient
method of conflict management,’’ J. Ambient Intell. Hum. Comput., vol. 10,
no. 9, pp. 3427–3437, 2019.

[43] X. Zhou and Y. Tang, ‘‘A note on incomplete information modeling in the
evidence theory,’’ IEEE Access, vol. 7, pp. 166410–166414, 2019.

[44] J. Zhang and Y. Deng, ‘‘A method to determine basic probability assign-
ment in the open world and its application in data fusion and classifica-
tion,’’ Appl. Intell., vol. 46, no. 4, pp. 934–951, 2017.

RONGFEI LI is currently pursuing the B.S. degree
with the School of Microelectronics and Com-
munication Engineering, Chongqing University,
Chongqing, China. His research interests include
information fusion and intelligent control theory.

HAO LI is currently pursuing the B.S. degree
with the School of Physics, Chongqing Univer-
sity, Chongqing, China. His research interests
include information fusion and intelligent infor-
mation processing.

YONGCHUAN TANG received the B.S. degree
in automation and the M.S. degree in computer
application technology from Southwest Univer-
sity, Chongqing, China, in 2011 and 2014, respec-
tively, and the Ph.D. degree in electronic science
and technology from Northwestern Polytechnical
University, Xi’an, China, in 2019. From 2014 to
2015, he was a Research and Development Engi-
neer with the Automotive Engineering Institute,
Guangzhou Automobile Group Company, Ltd.

From 2017 to 2018, he was a full-time Visiting Postgraduate Student with
The Hong Kong Polytechnic University. He is currently a Lecturer with the
School of Big Data and Software Engineering, Chongqing University. He has
authored (coauthored) 32 refereed international journal articles and three
peer-reviewed international conference papers. His current research interests
are information fusion, intelligent information processing, and intelligent
control theory.

37932 VOLUME 8, 2020


	INTRODUCTION
	PRELIMINARIES
	DEMPSTER-SHAFER EVIDENCE THEORY
	OPEN ISSUES IN THE CLASSICAL COMBINATION RULE

	THE ELEMENTARY BELIEF ASSIGNMENT FUNCTION
	EXPERIMENT RESULTS
	CONCLUSION
	REFERENCES
	Biographies
	RONGFEI LI
	HAO LI
	YONGCHUAN TANG


