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ABSTRACT Recently patch-based image denoising techniques have gained the attention of researchers
as it is being used in numerous image denoising applications. This article is proposing a new Bayesian
Patch-based image denoising algorithm using Quaternion Wavelet Transform (QWT) for grayscale images.
In the proposed work, a patch model has been used instead of the Gibbs distribution based energy
model. Experimental results indicate that the proposed algorithm effectively diminishes noise. The results
of the developed approach are also compared with other efficient image denoising algorithms such as
Expected Patch Log Likelihood (EPLL), Block-matching and 3D filtering (BM3D), Patch-Based Locally
Optimal Wiener (PLOW), Weighted Nuclear NormMinimization (WNNM), Hybrid Robust Bilateral Filter-
Total Variation Filter (RBF-TVF) and Hybrid Total Variation Filter-Weighted Bilateral Filter (TVF-WBF)
methods. The comparison revealed that the outcomes of the given approach are much sharper, clearer, and
having the highest quality in comparison with other patch-based methods.

INDEX TERMS Image denoising, Bayesian patch-based method, PSNR, quaternion wavelet
transform (QWT).

I. INTRODUCTION
Digital images are always susceptible to noise. The noise can
be induced in the image during the image capture process
due to the imaging sensor, transmission, or compression.
Image denoising methods are used to produce a noise-free
image similar to the original image. Image denoising has
prime importance because further image processing methods
immensely rely on the quality of the image. Image denoising
methods are generally of the following two types: (i) Pixels-
based denoising methods and (ii) Patch-based denoising
methods. The pixel-based image denoising method works on
a pixel-by-pixel approach i.e. one pixel at a time and then the
process is further extended to the neighborhood defined in a
specific kernel. On the contrary, the patch-based denoising
method deals with the noisy image by dividing it into various
patches or blocks. These patches are then treated indepen-
dently, where the noise level in each patch is approximated
and then removed to obtain a noise-free patch. This method
is more effective than the former method because it performs
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a similar operation for the similar patches available in the
image.

Wavelet transform (WT) is a noteworthy leap forward of
the Fourier transform as it has extraordinary time-frequency
restriction and numerous goal analysis highlights. Wavelet
analysis has turned out to be a standout amongst the most
valuable tools in pattern recognition, image processing, signal
analysis, and numerous different fields. The key principle
of the WT in image processing is to separate an image
into different objectives. In particular, the principal image
is separated into various spaces. Quaternion wavelet trans-
form (QWT) is an extension of WT that is a combination of
Quaternion Fourier Transform (QFT) and Discrete Wavelet
Transform (DWT) [1]. Some of the applications of QWT has
been found in numerous image denoising methods described
in [2]–[4]. However, it is interesting to mention that all meth-
ods employing QWT are pixel-based methods and QWTwith
the patch-based method are yet to be explored.

The Bayesian Patch-based denoising methods are useful in
many ways. Firstly, the result with the denoised image having
smooth flat regions. In addition, the denoised image doesn’t
lose sharp edges and fine details. However, the method has
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a shortcoming i.e. grouping and comparing of patches is
not cost-effective in terms of computation time. However,
this limitation is avoided if an image is transformed using
QWT. Additionally, the QWT offers plentiful information
about magnitude and phase. That motivates us to propose a
novel method for image denoising in the Quaternion Wavelet
domain using the Bayesian patch-based method. The pro-
posed method combines the merit of the QWT and Bayesian
patch-based method and provides an improved denoised
image having better visual quality with less noise as com-
pared to individual methods. The proposed algorithm is also
compared with other traditional and patch-based denoising
methods and the results are satisfactory. In addition, it is
also found that the proposed method is computationally more
cost-effective than other denoising methods, which is also a
desirable feature for real-time image denoising.

The remaining work is organized in the following order:
Section II outlines the literature review for QWT and
patch-based denoising methods. A new state of the art algo-
rithm has been proposed in Section III. Section IV is about the
comparison between our proposed method and other denois-
ing methods. section V will present the conclusion. Lastly,
section VI will present the future work.

II. LITERATURE SURVEY
Marius [5] proposed the quaternion wavelet shape idea by
using a real filter and the doubletree structure, using Bulow’s
quaternion analytic signal. Thomas [6] gives a clear depiction
of nearby structures through shift-invariant greatness espe-
cially for 2D signals, for all intents and purposes identical to a
standard DWT examination, and a three-point2-dimensional
stage, passing on geometric data. Traversoni [7] used CWT
and real wavelet transformation by quaternion Haar kernel
and created discrete QWT and demonstrates a few usages
in the image processing field. He and Bo [8] utilized matrix
value work multi-resolution examination structure for back-
to-back QWT and the work resulted in few properties.
Eduardo [9] aggregates the perplexing and real wavelet
transform and proposed a quaternion stage idea-based
wavelet pyramid for a multi-resolution examination. Also,
the optical stream estimation use of discrete QWT was
suggested. Lam et al. [10] inspired by Quaternion Fourier
Transform (QFT) and Bulow‘s quaternion information [6],
developed double tree QWT in context of (CWT ) determines
the significance of three phases. Out of these three phases,
one addresses the image texture feature while the other
two address images of local displacement data. Geometric
features of the image were checked using the image tex-
ture feature. For evaluating the confined geometrical struc-
ture of an image they established an effective and precise
approach.

Mawardi [11] introduced quaternion-valued wavelets with
respect to the duplex matrix-valued size and then employed
quaternion scaling and wavelet capacities to get coeffi-
cients of high pass and low pass filters utilizing quaternion

multi-resolution analysis (QMRA). Mawardi et al. [12]
presented the continuous quaternion wavelet transform
(CQWT). CQWT provided a suitability condition as well as
the (right-sided) quaternion QFT. They also derived some
fundamental characteristics, such as norm relation, inversion
formula, and the inner product. Soulard and Philippe [13] pro-
posed an improved version of QWT. The authors employed
quaternion algebra and used actual 2D analytic wavelets
to obtain sub-bands having a shift-invariant magnitude and
a 3-angle phase. Min et al. [2], phenomenally examined
the contemplation and traits of QWT in image denoising.
It was found that under the Bayesian theory structure, Gauss
distribution is utilized to exhibit QWT coefficients degree
assignment to separate the important coefficients from the
noisy ones. His preliminary outcomes exhibited that the pro-
posed technique proved superior to various contemporary
denoising methodologies. Haochen et al. [14] proposed a
multi-focus color image fusion calculation with respect to
QWT. His main objective was to deal with the issue of
obscured images. A multi goals examination system was uti-
lized using the quaternion wavelet transform. The predicted
technique was differentiated and SWT and IHS strategies
were used for target exercises i.e. image sharpness met-
ric (ISM) and image differentiatemetric (ICM). Themultipart
shading image gained from the converse quaternion wavelet
transform resulted in outstanding outputs. Han [15] intro-
duced an assessment standard for denoising implementation
and a denoising system using an image wavelet threshold.
The work explained quaternion with respect to wavelet trans-
form area, hidden Markov tree was demonstrated for image
denoising (Q-HMT), image denoising calculation for a non-
Gaussian distribution model and a mixture statistical model.
Results showed that the proposed study yielded improved
performance. Fang-Fei et al. [16] a method by combining
the QWT with the standard HMT display, according to new
scheming without reshaping it, and had improved compre-
hension and an added advantage of the richer stage. The
primary results demonstrated that the proposed scheme was
better than other denoising estimations in terms of PSNR and
image. Mohammed et al. [17] discussed the composition of
multispectral images with strong auxiliary data and QWT
capacity. The new representation of coefficients with respect
to magnitude and three-stage points was an improvement.
It also resulted in a better possibility of the logical signal
to the image. Directivity and shift-invariant properties were
also preserved. The method was tested in satellite image
denoising. A multi-modal medical image fusion technique
was proposed by Peng et al. [18] using a quaternion wavelet
transform and efficient pulse coupled neural network. This
method does not just apply on computed magnetic resonance
(MR) and tomography (CT) images, but it can also be applied
on multi-spectral MR images, proton density-weighted MR
and CT images.

The two major image denoising methods based on patches
are the Non-Local Means (NLM) and the Probabilistic
Patch-Based (PPB) methods. Antoni et al. [19] the NLM
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method as an enhancement to bilateral filter based on pixels.
Rachid et al. [20] employed Markovian clustering as a
better weight adjusting mechanism in the NLM method.
Yue et al. [21] proposed an improved approach by adopt-
ing the [22] shrinkage estimator to adjust the weight in
the NLM method. Rui and Xuan-Xuan [23] proposed an
upgraded neighborhood method for the optimized weights of
the NLMmethod. Asif and Mahmoud [24] presented a modi-
fiedmethod of the NLMusing a threshold step to decrease the
similar patches before averaging the weight of the pixels. The
PPB method was suggested as an advancement of the NLM
method by Charles-Alban et al. [25]. Jorg and Vladimir [26]
and Jorg and Tabelow [27] employed PPB for image denois-
ing by using a weighted maximum probability estimation.
Jun et al. [28] proposed a patch group-based learning method
in which a Nonlocal Self-Similarity (NSS)model was learned
from images that were later applied to noisy images for
improved denoised images. Shuhang et al. [29] examined
the Weighted Nuclear NormMinimization (WNNM) method
in which singular values were assigned to different weights.
The resulting WNNM algorithm was applied to noisy images
by manipulating non-local self-similarity. The proposed
method provides more effective results as compared to other
algorithms.

III. BAYESIAN PATCH-BASED IMAGE
DENOISING USING QWT
In this work, a novel method is proposed for image denois-
ing in the Quaternion Wavelet domain using the Bayesian
patch-based method. Let I(i,i) represent noiseless image
QWTcoefficients andN(i,i) represents the noiseQWTcoeffi-
cients affected byGaussian noise. Now the noisy image QWT
coefficients can be written as

X(i,i) = I(i,i)+ N(i,i) (1)

The conditional distribution P(X| I) is given as

P(X|I) =
1

(2πσ 2)i
2/2

e−
‖I−X‖2

2σ2 (2)

where I shows the noiseless image vector and σ is distribution
variance.

TheBayesian expression formaximization of the posteriori
distribution is given as

Î(X) = ArgImax P(I| X) = ArgImax P(X|I)P(I) (3)

The expression can also be written as

I(X) = ArgImax P(X|I)P(I) = ArgImin ‖I|X‖2 +
2σ 2

T
E(I)

(4)

Here E(I) is the energy function and T is constant of Gibbs
distribution.

In the proposed work, for image denoising, a patch model
has been used instead of the Gibbs distribution based energy

TABLE 1. QWT based Bayesian Patch-based image denoising

FIGURE 1. Grayscale testing images.

model. In this method, the patch is taken from the image. Let
us take an example for more clarification, there is a noiseless
patch A of dimension a× a in the image I and Ã is the noise
corrupted A, and the conditional distribution is given as;

P(Ã| A) = c.e−
‖Ã| A‖

2

2σ2 (5)

Here A and Ã represents a vector (patch) with a × a
components and c represents cliques within the dimension
of A.

The objective is to estimate A with the help of Ã and
maximization of P(Ã| A). The target is achieved by using the
Bayesian rule given as

P(Ã|A) =
P(Ã|A)P(A)

P(Ã)
(6)
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FIGURE 2. Subjective quality comparison of denoised images using
different denoising methods on image Lena.

FIGURE 3. Subjective quality comparison of denoised images using
different denoising methods on image Hill.
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FIGURE 4. Subjective quality comparison of denoised images using
different denoising methods on image Boat.

FIGURE 5. Subjective quality comparison of denoised images using
different denoising methods on image Couple.
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FIGURE 6. Graphical comparison of different denoising algorithms on
image Lena.

The estimation is performed after the development of a
probability model for A from image. In addition, the model
for vector Ã is developed by grouping all vectors in an image
similar to Ã. It is also assumed that there are3 vectors similar
to A are also Gaussian in nature with covariance matrix CA
and mean A. This implies

P(3) = c.e−
(3−A)tC−1A (3−A)

2 (7)

For each observed value of Ã, we can derive the following
using Equations (2) and (6):

max
A

P(A|Ã) ⇔ max
A

P(Ã|A)P(A) (8)

⇔ max
A

e−
‖A−Ã‖

2

2σ2 e−
(A−Ā)tC−1A (A−Ā)

2 (9)

⇔ min
A

∥∥∥A− Ã
∥∥∥2

σ 2 +(A−Ā)tC−1A (A−Ā) (10)

Therefore, we can estimate Ā and can determine the vec-
tors 3̃ similar to Ã. The covariance matrix CÃ can be deter-
mined in this regard which is given as

CÃ = CA + σ
2I

E3̃ = Ā (11)

It is worth mentioning here that all vectors are searched to
find vectors similar to Ã keeping in view with an assumption
that the search is performed in a distance slightly larger than
the expected distance caused by noise. Based on the above
calculation and assumption, Maximum A Posteriori (MAP)

FIGURE 7. Graphical comparison of different denoising algorithms on
image Hill.

estimation is used with Equation (11) to find the following
minimization expression:

max
A

P(A|Ã)⇔ min
A

∥∥∥A− Ã
∥∥∥2

σ 2

+(A− ¯̃A)t
(
CÃ − σ

2I
)−1

(A− ¯̃A) (12)

The differentiation of Equation (12) w.r.t A with equal to
zero results in

A− Ã+ σ 2(CÃ − σ
2I)−1(A− ¯̃A) = 0 (13)

It is clear that I+σ 2
(
CÃ − σ

2I
)−1
=
(
CÃ − σ

2I
)−1

CÃ,
therefore,
Equation (13) results in(

CÃ − σ
2I
)−1

CÃA = Ã+ σ 2
(
CÃ − σ

2I
)−1
¯̃A (14)

Thus, we can get A as

A = C−1
Ã

(CÃ − σ
2I)Ã+ σ 2C−1

Ã
¯̃A (15)

= Ã+ σ 2C−1
Ã

( ¯̃A− Ã) (16)

=
¯̃A+

[
I− σ 2C−1

Ã

]
(Ã− ¯̃A) (17)

=
¯̃A+

[
CÃ − σ

2I
]
C−1
Ã

(Ã− ¯̃A) (18)

Therefore, it is derived that a denoised vector or patch Â in
the QWT domain can be obtained using an estimated vector
Ã using the following expression

Â = ¯̃A+
[
CÃ − σ

2I
]
C−1
Ã

(Ã− ¯̃A) (19)
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TABLE 2. PSNR comparison of different denoising algorithms on image Lena.

FIGURE 8. Graphical comparison of different denoising algorithms on
image Boat.

And a set of all such patches can be denoised to get the
denoised image in the QWT domain. The algorithm for the
proposed QWT based Bayesian patch-based image denoising
is given in Table 1.

IV. RESULTS
We tested the adequacy of our proposed algorithm with six
benchmark denoising algorithms, i.e. the EPLL [30], BM3D
[31], PLOW [32] and WNNM [29], Hybrid TVF-WBF [33],
and Hybrid TVF-RBF [34] methods.

For our experiments, we used 12 different grayscale images
from two different datasets [35], [36] that are shown in
Figure 1. Original image ‘‘Lena’’, ‘‘Hill’’ ‘‘Boat’’ and ‘‘Cou-
ple’’ can be found in Figure 2(a), 3(a) 4(a) and 5(a).

FIGURE 9. Graphical comparison of different denoising algorithms on
image Couple.

Test images have size 256 × 256, 512 × 512 and
1024 × 1024 pixels having low, medium, and high com-
plexity respectively. For our experiments, we utilized white
gaussian noise (WGN) with zero mean and variances σ .
Noisy images using noise level 15, 25, 50, and 75 can be
found in Figure 2(b), 3(b), 4(b) and 5(b). Denoised outputs
images of the different state of the art can be found in
Figure 2(c) to 2(h), 3(c) to 3(h), 4(c) to 4(h) and 5(c) to 5(h).
Improved denoised images, the patch-based method using
QWT can be found in Figure 2(i), 3(i), 4(i) and 5(i). From
experimental results, it can be seen that the reconstructed
images have better visual quality. It is quite evident that
pixel-wise processing mechanisms BM3D bring smearing-
mud like objects.
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TABLE 3. PSNR comparison of different denoising algorithms on image Hill.

TABLE 4. PSNR comparison of different denoising algorithms on image Boat.

TABLE 5. PSNR comparison of different denoising algorithms on image Couple.

The results clearly show that our proposed technique pro-
duces a sharper denoising output that has the best visual
quality. BM3D aims at the pointwise optimal reconstruction
of the noise-corrupted signal that favors the point-wise PSNR
calculation. Our Proposed algorithm aims at better image

quality both numerically and visually. Furthermore, it also
offers reduced computational cost.

Table 2 to 5 illustrates the comparative results in PSNR for
standard images shown in Figure 1 at different noise levels.
Through observing these results, it is quite noticeable that
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TABLE 6. Run time (in seconds) of different methods on images of size 256 × 256 (Lena), 512 × 512 (Boat) and 1024 × 1024 (Camera Man) with noise
level 25 and 50.

our proposed algorithm has excellent PSNR results when
compared to other image denoising methods. It can be also
observed that the PSNR value of the proposed method is
better at different noise levels whereas other methods perform
well at low to medium noise level.

Figures 6 to 9 present the graphical comparisons of dif-
ferent image denoising techniques. The X-axis shows noise
levels from 10 to 75, while Y-axis shows denoised image
PSNR.

A. RUN TIME
These experiments were conducted on an Intel Core
i7-3610QM 3rd Generation PC, CPU 2.3 GHz, with win-
dow 7, 64-bit operating system. It is undoubtedly visible that
the proposed algorithm has up to par performance with less
complexity and improved implementation time. The compar-
ison of the average run time of all algorithms on the given
data set is presented in Table 6 for image size 256 × 256,
512× 512 and 1024× 1024 with noise level 25 and 50.Tab-
ular data also shows that our proposed algorithm run time
is fast as compared to other methods. Finally, experimental
results, tables, and graphical comparison demonstrate that our
proposed algorithm has high-quality PSNR and fast imple-
mentation time results as compared to other image denoising
methods.

V. CONCLUSION
The article proposed a Bayesian patch-based image denoising
method using QWT. The article provided a detailed litera-
ture review of image denoising using quaternion and QWT.
Afterward detail about the proposed algorithm is also pro-
vided. Experimental outcomes demonstrate that the denoised
images have the finest visual quality with comparison to other
state-of-the-art denoising algorithms. Trial results likewise
demonstrate that the proposed strategy exhibits great execu-
tion as far as both subjectivemeasures and objectivemeasures
of PSNR. In addition, PSNR results are additionally attained
at low computations. The proposed algorithm run time is also
fast as compared to other methods.

VI. FUTURE WORK
This article is proposing the newBayesian Patch-based image
denoising algorithm using Quaternion Wavelet Transform
(QWT). As for our future work, we will highly recommend
to use this technique with different types of filter and mixed
noises and examine performance.
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