
Received January 13, 2020, accepted January 31, 2020, date of publication February 17, 2020, date of current version March 20, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2974498

An Improved Chicken Swarm Optimization
Algorithm and Its Application in Robot
Path Planning
XIMING LIANG 1, DECHANG KOU 1, AND LONG WEN 2
1School of Science, Beijing University of Civil Engineering and Architecture, Beijing 102600, China
2Key Laboratory of Economics System Simulation, Guizhou University of Finance and Economics, Guiyang 550025, China

Corresponding author: Dechang Kou (1048658032@qq.com)

This work was supported in part by the National Key Research Program of China under Grant 2016YFC0700601, in part by the National
Natural Science Foundation of China under Grant 61463009, in part by the Joint Program for the Science and Technology Top Talents of
Higher Learning Institutions of Guizhou under Grant KY[2017]070, in part by the Education Department of Guizhou Province Projects
under Grant KY[2017]004, in part by the Central Support Local Projects under Grant PXM 2013_014210_000173, and in part by the
Fundamental Research Funds for Beijing University of Civil Engineering and Architecture under Grant X18193.

ABSTRACT Chicken swarm optimization (CSO) algorithm is one of very effective intelligence optimization
algorithms, which has good performance in solving global optimization problems (GOPs). However,
the CSO algorithm performs relatively poorly in complex GOPs for some weaknesses, which results the
iteration easily fall into a local minimum. An improved chicken swarm optimization algorithm (ICSO)
is proposed and applied in robot path planning. Firstly, an improved search strategy with Levy flight
characteristics is introduced in the hen’s location update formula, which helps to increase the perturbation
of the proposed algorithm and the diversity of the population. Secondly, a nonlinear weight reduction
strategy is added in the chicken’s position update formula, which may enhance the chicken’s self-learning
ability. Finally, multiple sets of unconstrained functions are used and a robot simulation experimental
environment is established to test the ICSO algorithm. The numerical results show that, comparing to particle
swarm optimization (PSO) and basic chicken swarm optimization (CSO), the ICSO algorithm has better
convergence accuracy and stability for unconstrained optimization, and has stronger search capability in the
robot path planning.

INDEX TERMS Chicken swarm optimization algorithm, Levy flight, nonlinear weight reduction strategy,
numerical experiments, robot path planning.

I. INTRODUCTION
The swarm intelligent optimization algorithm, such as genetic
algorithm (GA) [1], particle swarm optimization (PSO) [2],
bat algorithm (BA) [3], artificial bee colony algorithm
(ABC) [4] et al., is a stochastic optimization algorithm con-
structed by simulating the swarm behavior of natural organ-
isms. These algorithms search for the optimal solution of
an optimization problem by simulating the physical laws of
nature phenomena, the living habits and behavioral char-
acteristics of various biological populations in nature. The
swarm intelligent algorithms provide a new way to solve
global optimization problems in the fields of computational
science, engineering science, management science and so on.
The swarm intelligent optimization algorithms have become
a research hotspot and are particularly important.

The associate editor coordinating the review of this manuscript and
approving it for publication was Hongwei Du.

The chicken swarm optimization (CSO) algorithm [5] is
a stochastic search method based on chicken swarm search
behavior, which was proposed by Meng, et al. in 2014.
In CSO, the whole chicken swarm is divided into several
groups, each of which includes a rooster, a couple of hens
and several chicks. Different chickens follow different laws
of motions. There exist mutual learning and competitions
between different chickens, and the hierarchy of the chicken
group is updated again after several generations of evolu-
tion. The CSO algorithm has great research potential because
of its good convergence speed and convergence accuracy.
However, like other swarm intelligent optimization algo-
rithms, the basic chicken swarm optimization algorithm has
the disadvantages of premature convergence, whose iteration
is easy to fall into a local minimum, in solving the large
scale optimization problem with more complexity. There-
fore, scholars have conducted in-depth research and pro-
posed some improved chicken swarm optimization algorithm,
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which have achieved good numerical results. For example,
Fei and Dinghui [6] modified the position update formula of
the chicks to avoid the iteration falling into some local opti-
mums, but kept the position update formula of the other two
groups unchanged, which only improves the CSO partially.
Chen et al. [7] updated the hen’s position formula to improve
the accuracy and effectiveness of the CSO algorithm, but their
algorithm needs more running time to reach the optimal solu-
tion. Chiwen et al. [8] substituted Gaussian distribution with
an adaptive t-distribution in the rooster position update for-
mula, and introduced an elite opposition learning strategy in
the hen position update formula. These algorithms achieved
good global search ability. The chicken swarm optimization
algorithm has been applied in some practical areas. For exam-
ple, Tiana et al. [9] used the chicken swarm algorithm to solve
the problem of deadlock-free migration for virtual machine
consolidation. Compared with the other deadlock-free migra-
tion algorithms, the chicken swarm algorithm have higher
convergence rate. Shaolong et al. [10] solved the parameter
estimation problem of nonlinear system using chicken swarm
algorithm. Their numerical experiment results show that the
chicken swarm algorithm is feasible for parameter estimation
of nonlinear systems.

An improved chicken swarm algorithm is proposed, where
the Levy flight strategy is added to the hen’s position update
formula to make the population distributed evenly. The non-
linear weight reduction strategy is employed into chick’s
position update formula to prevent the iteration from prema-
ture convergent and promote the convergence precision of
the proposed algorithm. The better convergence accuracy and
higher convergence speed of the improved chicken swarm
algorithm has been verified by the numerical experiments
on 8 benchmark GOPs. The robot path planning experiment
results show that, compare to CSO, the proposed improved
chicken swarm algorithm is more effective in improving
search speed and quality of path.

II. CHICKEN SWARM ALGORITHM
The unconstrained continuous optimization problems can be
expressed as follows.

min f (X ), X ∈ RD (1)

If X∗ ∈ RD satisfies that:

f
(
X∗
)
≤ f (X) , ∀X ∈ RD

X∗ is called the global minimum point of f (X) in the whole
space RD.
The chicken swarm optimization algorithm mimics the

hierarchal order and behaviors of searching food in the
chicken swarm. Under specific hierarchal order, different
chickens follow different laws of motions. Chicken swarm
optimization algorithm uses the following four rules to ideal-
ize the behavior of chickens:

1) There are several subgroups in the chicken swarm. Each
subgroup consists of a dominant rooster, a couple of hens and
chicks.

2) How to divide the whole chicken swarm into several
groups and how to determine the species of chicken depend
on the fitness values of the chicken themselves. In the whole
chicken swarm, several individuals with the best fitness val-
ues are identified as roosters; The chickens with worst several
fitness values would be acted as chicks, the others would
be hens. The hen chooses its subgroup randomly and the
mother-child relationship between the hen and the chick is
also formed randomly.

3) The hierarchal order, dominance relationship and
mother-child relationship in a group keep unchanged during
several generations until the role are reassigned.

4) The hens follow their rooster-mate to search food, and
the chicks search for food around their mothers. The domi-
nant individuals have advantage in searching food.

The whole chicken swarm is divided into three types of
chickens. When the CSO algorithm solves the optimization
problem (1), each chicken represents a feasible solution to
problem (1) and different chickens follow different optimiza-
tion strategies. In the CSO algorithm, the number of chickens
are assumed to be N and chickens are arranged in rising order
according to their fitness values. The NR chickens in front are
defined as roosters, the NC chickens at last are called chicks
and the remainingNH (= N−NR−NC ) chickens in themiddle
are hens. Let x ji (t) denote the position of the ith chicken in
the jth dimension searching space in the t th iteration, where
i ∈ (1, 2, . . . .,N ) , j ∈ (1, 2, . . . .,D) , t ∈ (1, 2, . . . ,M ), M
is the maximal iterative number. The position update formula
of different type of chickens are as follows:

(a) The rooster’s position update formula are:

x ji (t + 1) = x ji (t) ∗ (1+ Randn
(
0, σ 2

)
) (2)

σ 2
=

 1, if fi ≤ fk

exp
(fk − fi)
|fi| + ε

, else
(3)

where i ∈ [1, . . . ..,NR] , j ∈ [1, . . . ..D], Randn (0, σ 2) is a
Gaussian distribution with mean 0 and standard deviation σ ,
ε is a small constant to avoid the denominator being 0. k is a
rooster’s index, which is selected randomly between 1 andNR
except i. fi and fk is the fitness value of the ith and k th roosters.

(b) The hen’s position update formula are:

x ji (t + 1) = x ji (t)+ S1 ∗ rand ∗
(
x jr1 (t)− x

j
i (t)

)
+ S2 ∗ rand ∗ (x

j
r2 (t)− x

j
i (t)) (4)

S1 = exp (
fi − fr1
|fi| + ε

) (5)

S2 = exp (fr2 − fi) (6)

where i ∈ [NR + 1, . . . ..,NH ] , j ∈ [1, . . . ..D], rand is a
uniform random number between 0 and 1, r1 is an index of
the rooster, which is in the ith hen’s group-mate, r2 is an index
of a chicken in all roosters and hens, and let r1 6= r2.

(c) The chick’s position update formula are:

x ji (t + 1) = x ji (t)+ FL ∗ (x
j
m (t)− x

j
i (t)) (7)
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where i ∈ [NR + NH + 1, . . . ..,N ] , j ∈ [1, . . . ..D], m is an
index of the mother hen corresponding to ith chick, FL is a
parameter in the range [0, 2], which keeps the chick to forage
for food around its mother.

III. IMPROVED CHICKEN SWARM ALGORITHM
A. IMPROVED SEARCH STRATEGY BASED
ON LEVY FLIGHT
Given that the entire flock looks for food in an unpredictable
environment, the ‘‘Levy flight’’ search strategy is character-
ized by short-range deep local search and occasional longer
distance walks [11], [12], which can help to improve the
search efficiency and increase disturbance to make the chick-
ens distribute more evenly. In the chicken swarm optimiza-
tion algorithm, the number of hens is the largest, so hens
play an important role in the entire flock. Inspired by this,
the ICSO algorithm introduces the Levy flight search strat-
egy into hen’s position update formula, which can avoid the
iterations falling into a local minimum and enhance the global
search capability of the ICSO algorithm. The improved hen’s
position update formula are as follows:

x ji (t + 1)= x ji (t)+ S1 ∗ rand ∗
(
x jr1 (t)− x

j
i (t)

)
+ S2 ∗ rand ∗ Levy (λ)⊗ (x jr2 (t)−x

j
i (t)) (8)

where Levy (λ) is the jump path of a random search whose
step size obeys the Levy distribution, λ is a scaling parameter
in range [1, 3], ⊗ is a vector operator representing point
multiplication.

B. NONLINEAR STRATEGIES OF DECREASING
INERTIA WEIGHT
In the basic CSO algorithm, the chicks only learn from their
own mother. Once a mother falls into a local minimum,
the chicks following this mother will also fall into the local
minimum. In the proposed ICSO algorithm, the nonlinear
strategies of decreasing inertia weight is employed to update
chick’s position, which helps the chicks not only learn from
their mother, but also learn from themselves. It will be veri-
fied by the numerical experiments that coupling the nonlinear
decreasing inertia weight in chick’s position formula can
avoid the ICSO algorithm falling into local minimum as soon
as possible. The nonlinear decreasing inertia weights [13] ω
update as follows:

ω = ωmin (ωmax/ωmin)(1+ct/M ) (9)

The position updating formula of chicks coupling the nonlin-
ear decreasing inertia weights are as follows:

x ji (t + 1) = ω ∗ x ji (t)+ FL ∗ (x
j
m (t)− x

j
i (t)) (10)

where ωmin is the minimum inertia weight, ωmin = 0.4, ωmax
is the maximum inertial weight, ωmax = 0.95, crepresents an
acceleration factor, c = 10.

C. THE PROCESS OF ICSO ALGORITHM
The procedure of the ICSO algorithm is as follows:
Step 1: Initialize chicken swarm and set the parameters

N ,NR,NH ,Nc,Nm,G and M

Step 2: For each chicken, calculate its fitness value and
initialize its current and global optimal position, let
t=1.

Step 3: If mod (t, G) = 1, sort all chickens in rising
order according to their fitness values, theNR chick-
ens in front would be acted as roosters, each of
roosters represent a group. The Nc chickens at last
would be designated as chicks, the others in the
middle would be hens. The hens randomly choose
a group to live in, the mother-child relationship
between the hens and chicks is also randomly
established.

Step 4: Update the positions of rooster, hen, chick by (2),
(8), (10).

Step 5: Recalculate the fitness value of each chicken and
update the global optimal position and current opti-
mal position for each chicken.

Step 6: Judge whether the iteration termination condition is
satisfied, if so, output the global optimal position
and stop the iteration; otherwise, let t=t+1 and
return to Step 3.

The flowchart of the ICSO algorithm is as follows:

FIGURE 1. flowchart of ICSO algorithm.
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TABLE 1. The benchmark problems used in the experiments.

TABLE 2. The related parameter values.

IV. NUMERICAL EXPERIMENT OF ICSO ALGORITHM
A. PARAMETERS SETTING
The following eight typical unconstrained optimization prob-
lem are used to test the performance of the proposed ICSO
algorithm, by comparing among PSO algorithm, CSO algo-
rithm and ICSO algorithm. The objective functions [14] of
these test problems are shown in Table 1. In three algorithms,
the maximum numberM of iterations is set to be a same value
as 600, the size N of the population are all set to be 50 and
the other parameter settings for three algorithm are shown in
Table 2. The dimensions of all test problems are set to be 30.

B. EXPERIMENTAL RESULTS
To reduce the influence of contingency, for each of the three
comparison algorithms, the experiment on each benchmark

TABLE 3. Statistical experimental results on three algorithms.

problem is repeated 30 times independently, and the average
values of the relative results of the experiment are used to
compare. The means, standard deviations, the worst and the
best of objective function values obtained from the experi-
mental data are shown in Table 3.

Table 3 shows that, compared to the PSO algorithm and
CSO algorithm, the ICSO algorithm performs well in the
accuracy of the objective functions values and the stability.
For problems F1 and F8, the basic chicken swarm optimiza-
tion (CSO) algorithm is better than PSO algorithm in the
accuracy of objective function value, and the ICSO algorithm
has found the optimal objective function values with the
highest precision. For problem F2 and F3, the accuracy of
objective function values obtained by the PSO algorithm and
CSO algorithm is very poor, and the resulting objective func-
tion values are far from the theoretical values. The objective
functions values obtained by ICSO algorithm have signifi-
cantly higher accuracy than those obtained by the PSO and
CSO algorithm. For problem F4, although the best objective
function values obtained by the PSO algorithm is 1e-10, its
worst solution, mean value and variance are all very poor. The
results obtained by the CSO algorithm are also poor and can’t
meet the accuracy requirements. Compared to the PSO algo-
rithm and CSO algorithm, the ICSO algorithm have a great
improvement in the objective function value accuracy and the
results are more stable than those of PSO and CSO algorithm.
For the complex multimodal problems F5 and F6 with a large
number of local minimum values, the ICSO algorithm suc-
ceeds in finding their theoretical optimal objective function
value 0 in all 30 independent experiments. The PSO algorithm
and CSO algorithm perform bad obviously. For problem F7,
the accuracy of the objective function value obtained by the
ICSO algorithm is significantly better than that of the CSO
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FIGURE 2. Evolution curve of F1.

FIGURE 3. Evolution curve of F2.

FIGURE 4. Evolution curve of F3.

algorithm, and the PSO algorithm performs bad and unstable,
which shows that the ICSO algorithm performs far better than
the PSO andCSO algorithm for thismultimodal problem. The
above experiments show that the ICSO algorithm performs
much better than the PSO and CSO algorithms.

In order to further compare the performance of the three
algorithms, the evolution curve of thirty-time average optimal
objective function values for eight test problems are shown
as Fig. 2-9. The vertical coordinates of the figures are taken

FIGURE 5. Evolution curve of F4.

FIGURE 6. Evolution curve of F5.

FIGURE 7. Evolution curve of F6.

as logarithm of the average optimal objective function values
except Fig. 4 and Fig. 6-7.

Fig. 2-9 show that the proposed ICSO algorithm is well
performed among three algorithms. For the benchmark prob-
lem F1-F8, the number of iteration that the ICSO algorithm
needed to obtain the optimal solution are much smaller than
those in other two algorithms. In Fig. 2, the descending speed
and accuracy of objective function value in the ICSO algo-
rithm are significantly better than those in the PSO and CSO
algorithms. The ICSO algorithm iterates about 170 times to
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FIGURE 8. Evolution curve of F7.

FIGURE 9. Evolution curve of F8.

achieve the accuracy of 1e-6. The CSO algorithm requires
about 200 times iterations, and the PSO algorithm iterates
about 400 times to achieve this accuracy. In Fig. 3, the PSO
and CSO algorithm have similar performance and their objec-
tive function value almost keep unchanged after 400 times
iterations. The ICSO algorithm makes the objective func-
tion values go or come down in all iterations. In Fig. 4,
the descending speed of objective function values in CSO
algorithm is faster than that in PSO algorithm in the front
100 iterations and then it reverses. Their objective func-
tion values are far from zero. However, the ICSO algorithm
iterates about 100 times to make the objective function value
close to the theoretical optimal value 0. In Fig. 5, after
iterating 100 times, the PSO and CSO algorithm no longer
make the objective function values down, which means these
two algorithms both fall into local minimum. The ICSO
algorithm performs significantly better than any of these two
algorithms, and its descending rate of objective function value
is very obvious. In Fig. 6, the ICSO algorithm and CSO algo-
rithmmake their objective function values drop quickly to the
theoretical optimal value 0 in about 100 times iterations. The
PSO algorithm performs bad obviously. In Fig. 7, the evalu-
ation curves of the three algorithms are almost the same, but
ICSO algorithm is slightly better than CSO and PSO algo-
rithm. For Fig. 8 and Fig. 9, the PSO algorithm can not make

the objective function values descended after about 100 itera-
tions. The ICSO algorithm and CSO algorithm both make the
objective function values keep down in all iterations and the
descending rate in ICSO algorithm is bigger than that in CSO
algorithm.

V. THE APPLICATION OF IMPROVED CHICKEN SWARM
ALGORITHM IN ROBOT PATH PLANNING
A. ENVIRONMENTAL MODELING
In recent years, more and more people pay attention to the
intelligent optimization algorithm in solving practical appli-
cation problems. In the field of artificial intelligence, many
scholars have made in-depth research on the problem of
robot path planning [15]. The chicken swarm optimization
algorithm has obvious advantages in fast convergence speed
and high convergence accuracy compared to other algorithms,
however, its iteration is easy to fall into a local minimum.
The proposed improved chicken swarm optimization (ICSO)
algorithm is combined with a traditional grid method and an
constrained optimization problem is established to search the
optimal robot path. The simulation results show that the good
global search ability of the ICSO algorithm accelerates the
search speed of the robot and improves the quality of the
search path.

The working environment of the mobile robot needs to be
modeled and preprocessed before the mobile robot plans a
path. Grid method is a traditional method used to model the
work environment of the mobile robot path planning [16],
which is widely used and is employed here. The grid map
mainly includes two states: free grid and obstacle grid. Mat-
labR2016a is hired to do the simulation experiments. The
obstacles in the robot working environment are processed and
projected into the grid map, as shown in Fig. 10.

In the grid map, assuming that the number of columns
is N, the coordinate origin is the grid vertices in the lower
left corner, the relationship between grid coordinates and grid
numbers may be written as follows:

n = y ∗ N + x (11)

where x is the horizontal coordinates of the grid under the
coordinate system, y is the ordinate of grid in the coordinate
system, n is the grid number.

In robot path planning, the most effective and direct way is
to take the path length of the robot as the fitness function for
each path. The length of the collision-free path of the robot
in the course of travel is calculated as follows.

f =
∑n−1

i=1

√
(xi+1 − xi)2 + (yi+1 − yi)2 (12)

where n represents the number of path nodes, xi and yi repre-
sent the horizontal and vertical coordinates of the path i.

B. EXPERIMENTAL SIMULATION
The simulation platform is built with Matlab and the grid
map of working environment of the mobile robot is as shown
in Fig. 10. The grid map is a 10 × 10 grid matrix, where
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FIGURE 10. Grid map.

FIGURE 11. Path obtained by CSO.

TABLE 4. Comparison of experimental results.

the barrier grid is represented in black and the free grid
is represented in white. The robot needs to start from the
lower left corner of the grid map and end at the top right
corner of the map. The parameters in the proposed improved
chicken swarm optimization (ICSO) algorithm are initial-
ized as follows: number of chickens N = 50, maximum
number of iterations M = 100, NR= 0.2N , NH= 0.6N ,
NM= 0.1NH . The robot path planning are carried out using
the basic chicken swarm optimization (CSO) algorithm and
the improved chicken swarm optimization (ICSO) algorithm.
The results are shown in Fig. 11-12 and Table 4.

It is shown that, from Fig. 11-12 and Table 4, the basic
chicken swarm optimization (CSO) algorithm can not find the
global optimal path using more iterations and longer search
time and has ‘‘detour’’ phenomenon in the process of robot
travel. The improved chicken swarm optimization (ICSO)
algorithm can jump out of the local optimal both and avoid the

FIGURE 12. Path obtained by ICSO.

‘‘detour’’ phenomenon. The length of the robot path obtained
by ICSO algorithm is shorter than that by CSO algorithm,
and the number of iterations for ICSO to search the robot
path is less than that for CSO algorithm. Compared to the
CSO algorithm, the ICSO algorithm shortens the path length
15.15% and reduces the number of iterations by 38.24%,
whichmeans that the ICSO algorithm can solve the robot path
planning problem more effectively.

VI. CONCLUSION
It is well known that the chicken swarm optimization (CSO)
algorithm is easy to fall into a local minimum. An improved
chicken swarm optimization (ICSO) algorithm based on Levy
flight strategy and nonlinear weight reduction strategy is
proposed. Compare to CSO algorithm, the ICSO algorithm
overcomes the blindness searches and has the significant
search efficiency and the high convergence rate. The numeri-
cal results on eight benchmark problems show that, compare
to CSO algorithm and PSO algorithm, the proposed ICSO
algorithm performs well in convergence speed and preci-
sion. In solving the robot path planning problem, the ICSO
algorithm shortens the path length and needs less iterations
than the CSO algorithm does, which means that the ICSO
algorithm is feasible in the application of robot path planning.
In the future, the CSO algorithm applications in different
fields should be studied deeply, especially for high dimen-
sional problems, such as the unmanned aerial vehicle (UAV)
route planning, the location issues and so on.
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