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ABSTRACT Network security for cloud computing is very important. Service function chain (SFC) that
integrates software defined network (SDN) and network function virtualization (NFV) can provide a new
approach for solving the network security issues for cloud computing. In this paper, we combine multiple
SFCs into a security service function tree (or SecSFT, for short) to reduce requirement for resources in
allocating virtual security functions. According to the idea of decision tree used for classification, we assign
decision rules and detection rules to the nodes of the SecSFT so that they can identify and split suspicious
flows from the mixed traffic and detect/prevent intrusions in the suspicious ones. The nodes of the SecSFT
implement various virtualized functions including security-related network functions (e.g., load balancing,
and traffic shaping), network security functions (e.g., intrusion detection, firewall), and virtualized network
security hardware. Finally, we build a SecSFT in an experiment cloud and test and validate its security
services in detection and mitigation of network attacks.

INDEX TERMS Cloud, decision tree, intrusion detection, network function virtualization, security service

function tree, software defined network.

I. INTRODUCTION

The widespread use of cloud computing services has brought
a series of security problems. Due to abstracting and decou-
pling computing, storage and network resources from ded-
icated hardware devices, the traditional network security
boundaries deployed around the target devices have vanished.
The security issues faced by cloud computing come from both
internal and external. The internal security threats come from
the lack of isolation within the cloud hosts, and external ones
come from all directions in the cloud environment. Therefore,
security of cloud computing has become a general concern of
government, enterprise and academia.

Software defined network (SDN) is an emerging architec-
ture that is manageable, cost-effective and adoptable. It has
separate control plane and data plane so that an external
controller can manage network traffic in a unified manner [1].
Virtual network function (VNF) [2] was first proposed in
the NFV (network function virtualization) white paper pub-
lished by ETSI (European Telecom Standards Institute) in
October 2010. The essence of NFV is to decouple the network
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functions from dedicated network devices through virtualiza-
tion. Traditional dedicated network devices like firewall, deep
packet inspection, intrusion detection and network address
translation, are virtualized as VNFs, which can be deployed
throughout a cloud to implement corresponding network
security services.

SDN and NFV integration gives power of virtualization
and improves network services. Service function chain (SFC)
is a mechanism that provides abilities to define an ordered
list of service functions and dynamically lead network traffic
through various service function paths [3]. Therefore, an SFC
can be established to sequentially implement the virtual secu-
rity functions to provide security services for tenants of the
cloud. However, to satisfy a variety of tenants and to prevent
all sorts of attacks, a lot of security service function chains
are required. Existing works that use SFCs for providing
security services over the cloud are still limited in the man-
ner of one SFC per security service [4]-[15]. In this paper,
we propose a novel security service function tree architecture
(or SecSFT, for short) to overcome this limitation. In the
novel architecture, VNF nodes in multiple SFCs are merged
to one VNF node if they implement the same network security
function.
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There are a few of related works that focus on the detection
and prevention of few types of attacks using an SFC [4]-[7].
Since a full-functioned virtual security function may require
a high capacity of computation and the traffic led to it may
consume a large amount of network resources, the resource
allocation optimization and performance enhancement of an
SFEC is the main concern [8]-[15]. In contrast, we reduce the
requirement for the resources by merging similar VNF nodes
of multiple SFCs and allocating the virtual security func-
tions close to targets. The merged SFCs form a distributed
decision tree, and the performance of the security services
is enhanced due to the distributed processing manner. Since
the security situation in cloud environment is complex and
network attacks can aim at multiple targets, the distributed
decision tree is thus more suitable than a chain.

The main contributions of our paper can be summarized as
follows:

(1) In considering that a lot of security service function
chains are required to satisfy a variety of tenants and to
prevent all sorts of attacks on a cloud, and most of VNF nodes
among the chains implement the same functions with very
low reuse rates, we propose a novel SecSFT architecture. The
same functioned VNF nodes are merged as many as possible,
and the tree/trees are optimally deployed in the sense of
resource consumption and efficient delivering and filtering
of network traffic.

(2) We propose a distributed model for the SecSFT accord-
ing to the decision tree classification algorithm, which asso-
ciates decision rules to the corresponding VNF nodes of
the SecSFT. Network flow attribute values are collected and
analyzed in each of the VNF nodes. The network flows
are identified and divided by matching the decision rules,
and suspicious network flows are detected and filtered at
the current node or forwarded to the next nodes for more
fine-grained division and detection.

Il. THE RELATED WORK

There are a few of the related works using SFC to
provide security services for the networks. For example,
Xing et al. [4] proposed an intrusion detection system frame-
work, SnortFlow, using a combination of OpenFlow and
Snort in a cloud environment. Snort is used to identify
intrusion behaviors in network messages. SDN controller is
responsible for distributing flow tables to reconfigure the net-
work. Phan and Park [5] proposed a solution to tackle DDoS
attacks in the SDN-based cloud environment. The traffic clas-
sification is made based on the support vector machine and
self-organizing map algorithms, and the attack detection is
performed by an enhanced history-based IP filtering scheme.
An SFC was formed in an SDN-based cloud to defend differ-
ent level DDoS attack. Nguyen et al. [6] used DES, AES and
other encryption algorithms to encrypt the message headers
that contains the forwarding path information in the SFC
messages, thereby preventing information eavesdropping or
threat of man-in-the-middle attack. Li et al. [7] proposed
an automatic selection scheme for security service function
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chain that uses Q-learning reinforcement learning algorithm
to analyze and weight the network states, so as to achieve
a diversified network defense solution. In contrast to the
existing works that use one SFC to provide a security service,
we use a tree that combines multiple SFCs to provide a
collection of security services for the cloud.

Different from the fewer works focusing on security issues
in security service chaining, the major works in this area
concern the optimization of resource allocation for the secu-
rity service function chains, and their performance enhance-
ment. For example, Ye [8] proposed a scheme that lets
every two VNFs share one server to minimize bandwidth
resource consumption. Lin ef al. [9] constructed a game
model to coordinate the deployment of network service.
Liu et al. [10] proposed a system architecture solution that
uses SDN and NFV to control virtualized security resources
for security service function chain construction. Dwiardhika
and Tachibana [11] proposed an optimal placement of secu-
rity virtual network functions for the security service function
chains based on the security level. Shameli-Sendi et al. [12]
proposed a security approach for cloud infrastructure that
incorporates the best practice, know-how of the security
experts, and various security constraints into a network secu-
rity pattern. The optimal placement of compliant security
functions in the cloud is believed to be a NP-Hard problem,
and so a scalable networking and computing resources aware
optimization framework was proposed in the work. A heuris-
tic solution based on the breadth first search algorithm was
proposed by Liu ef al. [13] to optimize the resource allo-
cation with the constraints that do not violate security and
resource requirements. Pei ef al. [14] studied the dynamic
VNF placement in geo-distributed cloud system. It is for-
mulated as a Binary Integer Programming model to mini-
mize the embedding cost in the embed SFC requests, and
optimize the number of placed VNF instances. Li et al. [15]
realized context-based and dynamic SFC over multi-domain
networks by allocating metadata to share context information
of packets among those networks. In contrast to the existing
works, we use the tree architecture to reduce the resource con-
sumption in duplicated deploying of same-functioned virtual
security functions.

IIl. ARCHITECTURE OF SECURITY SERVICE

FUNCTION TREE

In this section, we propose a security service function tree
(SecSFT) architecture that combines multiple SFCs to pro-
vide a variety of security services and to reuse security
resources. It allows to be flexibly deployed close to multiple
targets to detect and prevent network attacks coming from
multiple directions.

A. DECISION TREE

We design the service function tree based on the decision
tree to classify the network attack traffic. Correspondingly
assign the rules of the decision tree to VNF nodes of the
SecSFT. Specifically, C4.5 decision tree algorithm [16] is

38539



IEEE Access

J.-L. Luo et al.: SDN/NFV-Based SecSFT for Cloud

used to construct the SecSFT. C4.5 algorithm determines the
attribute value of each internal node according to Informa-
tion Gain Ratio. To avoid over-fitting, we adopt Pessimistic
Error Pruning (PEP) algorithm [17]. PEP doesn’t need extra
test data set, pruning from top to bottom. For a leaf node
numbered i with n; samples and e; errors, the error rate was
(e;+0.5)/n;, where 0.5 is the penalty factor. Then for a subtree
with L leaf nodes, its misjudgment rate is:

L L
ErrorRatio = (Z e + O.5L> Z n;
i=1 i=1
When ErrorRatio of a sample equals 1, it means that the
subtree has misclassified the sample; when the value equals 0,
the sample is properly classified. The number of misjudg-
ments of the subtree can be expressed by Bernoulli distribu-
tion. The mean and standard deviation of the misjudgment for
the subtree are:
L
ErrorMean = ErrorRatio x Zni
i=1

L
ErrorRatio x Zni x (1 — ErrorRatio)

i=1

ErrorSTD =

Replace the subtree with a leaf node, then the error rate of the
leaf node is:

ErrorRatio’ = (¢’ +0.5) /n’, (1)

L L
where ¢’ = > e;,n’ = Y n;, and the mean of the number of

i=1 i=1
misjudgments of the leaf node is:
ErrorMean’ = ErrorRatio’ x n'.

Therefore, when the original subtree meets the following
conditions, the subtree will be pruned.

ErrorMean + ErrorSTD > ErrorMean’'.

B. CONSTRUCTION OF SecSFT

The SecSFT architecture has a control and management
plane which consists of orchestration and global monitoring
modules. The global monitoring module mainly provides
a global perspective for control and management, collects
the entire network topology, finds network-wide available
computing resources, and obtains the entire network secu-
rity status. The orchestration module mainly formulates
orchestration schemes of SecSFTs according to the cur-
rent security situation, performs VNF resource mapping and
scheduling according to the orchestration schemes and avail-
able resources, and defines flow tables to construct the tree
topologies so that data flows are transmitted through the
SecSFTs.

The SDN controller plays an important role in the con-
trol and management plane. The SDN controller uses Open-
Flow [18] network protocol to communicate with networking
devices. There are several popular SDN controllers, such
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as POX, Floodlight, OpenDayLight, ONOS, etc. By taking
account of the performance among those controllers, ONOS
is selected in this paper. ONOS has the advantages of open
source ecosystem, supporting controller cluster environment,
and full open programmability.

The SDN controller can send different flow tables to Open-
Flow switches according to the types of security services and
the tree topologies. When network traffic arrives at the entry
of a SecSFT, it will be led to different branches of the tree
according to the decision rules.

The SecSFT architecture uses JSON (JavaScript Object
Notation) as the standard format for data storage and
exchange. Its text record mode has the advantages of clear
structure and concise layers. It can be used for network-wide
topological structure records, updates of infrastructure
resources, and templates of OpenFlow flow tables, etc. Rest-
ful API is utilized to achieve real-time data communication
between modules.

We construct a virtual network for each SFC to ensure that
network traffic passing through different chains can be iso-
lated by identifying the virtual logic network IDs. To detect
and prevent network attacks, security resources of the cloud
are deployed near the potential attack targets and integrated
into the SecSFT. As Figure 1 shows, two SFCs are deployed
in the same cloud across multiple network domains. The first
two VNFs in the two SFCs shown in Figure 1 have the same
network security functions, and so they are merged into the
same VNF.

FIGURE 1. Two chains are merged to a tree.

The merging approach is illustrated in Figure 2. We create
several virtual network cards (VNICs) for the merged VNF.
Virtual network ports (vPorts) corresponding to these vNICs
are mounted on the virtual bridge of the virtual switch. VLAN
IDs are set for the virtual logic subnets that are connected to
the vPorts.

When a frame arrives from the inbound port to a VNF,
VLAN ID in its header is stripped at vPort. After the frame is
processed in the VNF, one vPort is selected as the forwarding
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FIGURE 2. Different virtual logic networks are bridged in the same VNF.

port, and a new VLAN ID belonging to the next virtual
network is added to the header of the frame before it is
forwarded.

C. COLLECTION AND CLASSIFICATION OF TRAFFIC
Typical network attack types include DoS (Denial of Service),
port scanning, unauthorized remote access and unauthorized
super user privilege access, etc. In this paper, we choose four
specific network attacks, SYN Flood, UDP Flood, IPsweep
and Portscan, to test the SecSFT architecture.

When a new network attack arrives, the network traffic
attribute values will be significantly different from normal
network traffic at some network nodes. Referring to the net-
work intrusions provided by KDDCUP 99 [19], there are up
to 41 attributes of network intrusion behaviors. For the four
specific network attacks we choose, eleven of the 41 attributes
are most suitable for the SecSFT to construct the decision
tree, as listed in Table 1.

The attributes have varying values over time. By using
time-based statistical attribute values, the abnormal behavior
of network attacks can be dynamically captured. In this paper,
a 1-second sliding window is used for collecting the flow
attribute values.

Network flow attribute values are collected in the VNF
nodes corresponding to those of the decision tree. By collect-
ing the attribute values of the network traffic passing through
a VNF node in the time window and matching them with
the decision rules of the VNF node, a decision can be made
that determines whether a flow is forwarded to the next hop
or stopped to process locally. For the flow to be processed
locally, intrusion detection/prevention rules corresponding to
the virtual security functions of the current VNF are applied.
Though we can combine the decision rules and the intrusion
detection rules to determine forwarding or dropping a flow,
the matching time against a lot of rules may cause additional
delay for the traffic.

We use open source libpcap (a network packet capture
function library) to sniff the network traffic delivering to
specific VNF nodes, statistic the relative attribute values, and
forward the traffic to the virtual networks. The virtualized
network functions in this paper use Docker as the container.
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TABLE 1. Attributes selected for secsft to detect the attacks.

Attribute Attribute description Attack
1 pkt all cou | Total number of packets arriving at
‘| nt the VNF in the time window
5 pkt all byt | Total bytes of packets arriving at the
‘| es VNF in the time window
src_port_di Relative rates of packets from | Flooding
3. ff tate different source ports arriving at the | DDoS
- VNF in the time window
. | Relative rates of packets from
src_host di . .
4. £ tate d1ffer§nt source hgsts arriving at the
- VNF in the time window
dst_port_di Relative rates of packets to different | Flooding
5. - destination ports arriving at the VNF | DDoS,
ff rate . . . .
- in the time window Probing
dst_host_di Relative rates of pagkc;ts from '
6. fF Tate dlfferfznt source hQsts arriving at the | Probing
- VNF in the time window
7.| tep. rate Rate of TCP packets arriving at the
) - VNF in the time window SYN
8. | syn rate Rate of SYN bits in TCP packets | Flooding
) - arriving at the VNF in time window
9. | udp rate Rate of UDP packets arriving at the | UDP
) - VNF in the time window Flooding
10] iemp_rate Rate gf ICMP pac_kets arriving at the :’(‘r:(l)\l/[)?g,
VNF in the time window .
Flooding
avg_pkt ra Average rate of incoming packets
11 e arriving at the VNF in the time | Flooding
window

FIGURE 3. Topology of service function tree.

An example of the SecSFT is shown in Figure 3. Different
color lines represent different SFCs, and each chain provides
a set of specific security services. VNF 01 is the root of the
tree. When network traffic arrives at the entry of the tree, it is
subdivided into smaller and smaller streams while they pass
through the tree.

D. COMMUNICATION BETWEEN VNFs

For communication between VNFs in the virtual environ-
ment, we use OVS as multi-layer virtual switch. To ensure
high availability and scalability, an OVS double bridge archi-
tecture scheme is designed. We construct two OVS virtual
bridges on a host. The br-int virtual bridge mainly com-
pletes the adding and stripping of the VLAN IDs of the
virtual networks and the normal forwarding operation of data
packets. However, in the br-tun virtual bridge, OpenFlow
multi-level flow table [20] is adopted to group and process
data packets from different sources. The header of each data
packet is matched with the matching field of the flow table
of OpenFlow protocol. The corresponding operation such
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as forwarding, discarding and modifying, are executed if
the match is successful. OVS establishes a pair of patch
ports between br-int and br-tun to realize the delivery of the
packets.

To meet the requirement of communication among VNFs
distributed in multiple data centers, we use overlay network
to maintain multiple data centers in a broadcast domain.
The broadcast packets from the VNFs can reach all the data
centers, realizing a large layer-2 extended network. It allows
all servers, containers, virtual machines, etc. to communicate
within the scope of the large layer-2 extended network.

VxLAN (Virtual Extensible LAN) [21] is used to abstract
the underlay physical network, build up virtual tunnel and a
large layer-2 virtual network, and to realize layer-2 message
transmission across layer-3 networks.

IV. EXPERIMENT OF SecSFT

We used six servers and several switching devices. One of
the servers is used as the control center of the SecSFT.
We chose Docker container to implement VNF and to manage
virtualized security resources. The multi-layer virtual switch
scheme of OpenvSwitch is adopted to construct virtual net-
work of containers. The open source SDN operating system
ONOS was deployed in the control center. The experiment
cloud and the SecSFT are shown in Figure 4.

pathl

—p— VLAN 01: VNFO1->VNF02->VNFO7->VNF09

path2 pathd , O TSR3 U
VLAN 02: VNFO1->VNF02->VNFO7->VNFO8 VLAN 04: VNFO1->VNFO3->VNFO06

path3 pathb

~p—— VLAN 03: VNFOL->VNF02->VNF05 VLAN 05: VNFO1->VNFO3->VNFO4

Overlay network for
security service tree

=
=
<]
B
&

o=

Pool of cloud
security
resources

Infrastructure
of cloud

H Ve
cn_ Data center 04

23

MW
v
= Control
Attacks center

FIGURE 4. The experiment cloud and the SecSFT.

The experiment protype uses VXLAN tunnels to abstract
the underlay physical network and construct a large layer-2
virtual network. Isolation among different types of network
traffic is achieved by dividing VLANSs. The containers com-
municate with each other through the virtual network.
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The construction and training of the SecSFT needs sample
sets of corresponding network attacks traffic. We collected a
variety of flow attribute values of the network attack flows
and stored them in a database. In the experiment, we selected
500 training samples for each type of attack.

Four types of attacks were used to verify the SecSFT.
SYN Flood and UDP Flood are selected from the DDoS
attack types, and IPsweep and Portscan are selected from the
scanning attack types.

We generated SYN Flood, UDP Flood, IPsweep and
Portscan attacks through the raw socket of Linux. Normal
traffic is obtained by collecting the network traffic in the
real network and re-launching it to the experiment cloud. The
network traffic attribute values are extracted and analyzed in
the VNF nodes of the SecSFT.

The network traffic attribute values versus the four net-
work attacks were collected in the controller, as shown in
Figure 5 and Figure 6.

[root@controller FlowsAttrSamplels ./flow_sample_loop | [root@controller FlowsAttrSamy!

success: device: enol
loop: 1

avg_bandwidth:1.3896M8/5
icmp_rate:0.000077
udp_rate:0.004373
tep_rate:0, 995395
syn_rate:0, 997628
src_port_diff_rate:0.824265

src_host_diff rate:0.991950

success: device: enol
loop: 1

avg_bandwidth:5. 762048/
icmp_rate:0.000027
udp_rate:0,999043
tcp_rate:0.000670
syn_rate:0. 142857
src_port_diff_rate:0.602920
dst_port_diff_rate:0.000314
src_host_diff_rate:0.995598

dst_port_diff_rate:0.001161

dst_host_diff_rate:0.000426 dst_host_diff_rate:0.000178

FIGURE 5. The traffic attribute values vs. SYN Flood and UDP Flood.

[root@controller FlowsAttrSamplel# ./flow_sample_loop| [root@controller FlowsAttrSample
success: device: enol success: device: enol

loop: 1 loop: 1
avg_bandwidth:0.0326M8/s
icmp_rate:.685714

udp_rate:0.302857 udp_ra
tep_rate:0.011429 tcp_rat
syn_rate:0.000000 syn_rate:1.000000
src_port_diff_rate:0.148571 src_port_diff_rate:0.855258
dst_port_diff_rate:0,062857 dst_port_diff_rate:0.882353
src_host_diff_rate:0.160000 src_host_diff_rate:0.058824
dst_host_diff_rate:0.720000 dst_host_diff_rate:0.017825

{0 g e |

FIGURE 6. The traffic attribute values vs. IPsweep and Portscan.

To verify whether the SecSFT can correctly identify and
process the network attack traffic, we respectively send the
Normal network traffic, SYN Flood attack traffic, UDP Flood
attack traffic, IPsweep attack traffic, and Portscan attack
traffic to the root node of the SecSFT. In the virtual resource
global monitoring module of the control center, we check the
packet rate delivering into each VNF node in the SecSFT. The
rates are used to show different network traffic paths, and
to verify whether the network traffic is forwarded to more
fine-grained branches based on the decision rules.

As an example of the results, the flow of the SYN Flood
attack is shown in Figures 7 and 8. We can find that a chain of
VNFs in the service function tree is VNFO1 — > VNF03 — >
VNFO06. The intrusion detection alarm for the SYN Flood
attack is issued by VNFO06, as shown in Figure 8.

Similarly, as shown in Figures 9-14, different attacks are
led to different chains of VNFs of the SecSFT and alarms for
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[root@contr UpEnv]# python ./VNF IO Monitor©3.py
VNFO1 VNFO2 VNFO3 VNFO4 VNFOS

x s |77 | e.eee0 | 17128 | oe.0000  0.0000
VNFO6 VNFO7 VNFO8 VNFO9

rx /s |L7105| o0.0000 0.0000  0.0000

FIGURE 7. The SYN flood led to a chain of VNFs.

04/18-19:27:34.404129 [**] [1:29292:0] "SYN FLOOD Attack!!!" [**] [Priority: 0]
{TCP} 124.209.175.82:25515 -> 192.168.5.10:23333

04/18-19:27:34.692761 [**] [1:29292:0] "SYN FLOOD Attack!!!" [**] [Priority: 0]
{TCP} 121.104.242.187:2428 -> 192.168.5.10:23333

04/18-19:27:34.738554 [**] [1:29292:0] “SYN FLOOD Attack!!!" [**] [Priority: 6]
{TCP} 123.255.111.92:33949 -> 192.168.5.10:23333

04/18-19:27:34.867645 [**] [1:29292:0] "SYN FLOOD Attack!!!" [**] [Priority: ]
{TCP} 57.222.7.76:62432 -> 192.168.5.10:23333

04/18-19:27:35.054186 [**] [1:29292:0] "SYN FLOOD Attack!!!" [**] [Priority: 0]
{TCP} 72.13.172.216:31715 -> 192.168.5.10:23333

04/18-19:27:35.190925 [**] [1:29292:0] "SYN FLOOD Attack!!!" [**] [Priority: 0]
{TCP} 126.126.48.41:36816 -> 192.168.5.10:23333

04/18-19:27:35.261180 [**] [1:29292:0] "SYN FLOOD Attack!!!" [**] [Priority: 0]
{TCP} 73.133.93.28:124605 -> 192.168.5.10:23333

04/18-19:27:35.662744 [**] [1:29292:0] "SYN FLOOD Attack!!!" [**] [Priority: ]
{TCP} 89.225.37.164:50350 -> 192.168.5.10:23333

FIGURE 8. The alarm for SYN flood issued in VNF06.

UpEnv]# python . /VNF
VNFO2 VNFO3 VNFOS
86085 | 0.0000 |s.5007] |[s.5958] 0.0000
VNFO7 VNFO8
rxMB/s  0.0000  0.0000  0.0000  0.0000

FIGURE 9. The UDP flood led to a chain of VNFs.

04/18-18:58:55.559510 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: 0]
{UDP} 236.139.235.8:9290 -> 192.168.5.10:23333

04/18-18:58:55.559515 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: O]
{UDP} 20.960.165.60:57184 -> 192.168.5.10:23333

04/18-18:58:55.559562 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: €]
{UDP} 146.159.66.92:53309 -> 192.168.5.10:23333

04/18-18:58:55.559784 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: @]
{UDP} 113.44.133.8:58979 -> 192.168.5.10:23333

04/18-18:58:55.559833 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: 0]
{UDP} 174.96.161.49:52487 -> 192.168.5.10:23333

04/18-18:58:55.559833 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: 0]
{UDP} 112.217.189.20:28762 -> 192.168.5.10:23333

04/18-18:58:55.559937 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: 0]
{UDP} 75.37.11.7:31669 -> 192.168.5.10:23333

04/18-18:58:55.559977 [**] [1:24323:0] "UDP FLOOD Attack!!!" [**] [Priority: 0]
{UDP} 154.144.51.75:1676 -> 192.168.5.10:23333

FIGURE 10. The alarm for UDP flood issued in VNF04.

[root@contr UpEnv]# python ./VNF_IO_Monitor03.py
VNFO1 VNFO2 VNFO3 VNFO4 VNFOS
e Rl ] | s
VNFO6 VNFO7 VNFO8 VNFO9
rx MB/s  ©0.0000 0.0000  0.0000  0.0000

FIGURE 11. The IPsweep led to a chain of VNFs.

the attacks are issued, respectively, by corresponding security
VNFs. In contrast, the normal traffic passes through the tree
without any alarm, as shown in Figure 15.

The traffic mixed with the normal network traffic, SYN
Flood attack traffic, UDP Flood attack traffic, [IPsweep attack
traffic, and Portscan attack traffic are similarly drawn to five
different types of network flows after passing through the
SecSFT. During the processing of the SecSFT, the attribute
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04/18-18:57:08.111107 [**] [1:234321:0] "IPsweep Attack!!!" [**] [Priority: 0] {
ICMP} 172.18.218.234 -> 192.168.1.55

04/18-18:57:08.119990 [**] [1:234321:0] "IPsweep Attack!!!" [**] [Priority: 0] {
ICMP} 172.18.218.234 -> 192.168.1.56
04/18-18:57:08.129107 [**] [1:234321:0] “"IPsweep Attack!!!" [**] [Priority: 0] {
ICMP} 172.18.218.234 -> 192.168.1.58
04/18-18:57:08.130520 [**] [1:234321:0] "IPsweep Attack!!!" [**] [Priority: 0] {
ICMP} 172.18.218.234 -> 192.168.1.59
04/18-18:57:08.137419 [**] [1:234321:0] "IPsweep Attack!!!" [**] [Priority: 0] {
ICMP} 172.18.218.234 -> 192.168.1.61
04/18-18:57:08.145577 [**] [1:234321:0] "IPsweep Attack!!!" [**] [Priority: 0] {
ICMP} 172.18.218.234 -> 192.168.1.62
04/18-18:57:08.163271 [**] [1:234321:0] "IPsweep Attack!!!"™ [**] [Priority: 0] {
ICMP} 172.18.218.234 -> 192.168.1.57
04/18-18:57:08.171879 [**] [1:234321:0] "IPsweep Attack!!!"™ [**] [Priority: 0] {

ICMP} 172.18.218.234 -> 192.168.1.60

FIGURE 12. The alarm for IPsweep issued in VNFO05.

[root@contrqller SetUpEnyl# python ./VNF_IO_Monitor©3.py
VNFO1 VNFO2 VNFO3 VNFO4 VNFOS
S Y I ] Y e
VNFO6 VNFO7 VNFO8 VNFOS
rx#/s  o.0000 |o.0s21]| |[o.0531] e.e000

FIGURE 13. The Portscan led to a chain of VNFs.

04/18-18:53:58.122201 [**] [1:77622:0] "Portscan Attack!!!" [**] [Priority: 0] {
} 172.18.218.234:20 -> 192.168.5.10:243
04/18-18:53:58.124321 [**] [1:77622:0] "Portscan Attack!!!" [**] [Priority: 0] {

} 172.18.218.234:20 -> 192.168.5.10:244

04/18-18:53:58.126415 [**] [1:77622:0] “Portscan Attack!!!" [**] [Priority: 0] {
} 172.18.218.234:20 -> 192.168.5.10:245

04/18-18:53:58.128519 [**] [1:77622:0] "Portscan Attack!!!" [**] [Priority: 0] {
} 172.18.218.234:20 -> 192.168.5.10:246

04/18-18:53:58.130477 [**] [1:77622:0] "Portscan Attack!!!" [**] [Priority: 0] {
} 172.18.218.234:20 -> 192.168.5.10:247
04/18-18:53:58.132604 [**] [1:77622:0] "Portscan Attack!!!
} 172.18.218.234:20 -> 192.168.5.10:24
04/18-18:53:58.134545 [**] [1:77622:0] "Portscan Attack!!!" [**] [Priority: 0] {
} 172.18.218.234:20 -> 192.168.5.10:249

04/18-18:53:58.136799 [**] [1:77622:0] "Portscan Attack!!!" [**] [Priority: 0] {
} 172.18.218.234:20 -> 192.168.5.10:250

N

[**] [Priority: 0] {

N
®

FIGURE 14. The alarm for Portscan issued in VNF08.

irootécontrrnor Se l'pFrvia python ./VNF_IO_ Monitor03.py

VNFO1 VNFO2 VNFO3 VNFO4 VNFOS
e ] [ e a— -
VNFO6 VNFO7 VNFO8 VNFO9

e oe Lol oee o

FIGURE 15. The Normal traffic led to a chain of VNFs.

values of the network flows passing through the VNF nodes
are collected and matched with the decision rules, and unde-
termined ones are forwarded to the next hop for finer-grained
check. Each VNF chain in the SecSFT perform a sort of
intrusion detection and prevention.

Finally, we use accuracy, false alarm, and miss alarm to
evaluate the detection results of the SecSFT. The accuracy
reflects the proportion in the samples of the mixed flows that
correctly identifies the attack and the normal traffic, the false
alarm reflects the proportion in the samples of normal traffic
that is falsely identified as the attack, and the miss alarm
reflects the proportion in the samples of the attack that is
falsely identified as the normal traffic.

The confusion matrix for evaluating the detection results
of the SecSFT against attacks is shown in Table 2, and
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TABLE 2. Confusion matrix of detection results for each attack type.

output attack types
Normal SYN Flood | UDP Flood IPsweep Portscan
Normal 500 0 0 0 0
SYN Flood 9 491 0 0 0
actual UDP Flood 14 0 486 0 0
attack type | IPsweep 0 0 0 493 7
Portscan 49 0 0 0 441

TABLE 3. The accuracy, false alarm rate and miss alarm rate of the tree.

Network Traffic Type Accuracy False Alarm Miss Alarm
Normal 1.000 0.000 0.000
SYN Flood 0.982 0.151 0.018
UDP Flood 0.972 0.000 0.028
IPsweep 0.986 0.000 0.014
Portscan 0.882 0.030 0.118

the accuracy, false alarm, and miss alarm are shown
in Table 3.

The evaluation results show that the SecSFT designed in
this paper has a high identification accuracy for the four
types of network attacks, and the system has a good intrusion
detection capability.

V. CONCLUSION
In this paper, we designed an architecture of distributed deci-
sion tree based on SDN/NFV and SFC for security services in
a cloud. We deployed the SecSFT in an experimental cloud
and successfully implemented it in classification, detection
and filtering of four types of network attacks. Finally, we eval-
uated it with three performance indicators.

For the future work, we will evaluate SecSFT with more
types of attacks and compare it with the existing attack detec-
tion schemes.
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