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ABSTRACT Humans are blessed with the intelligence to create links, develop semantic metaphors and
models for reasoning; construct rules for decision making; and to form bounded loops for interaction,
socialization and knowledge sharing. But machines are inadequate with these extraordinary abilities rather,
numerous algorithms and mathematical models can be used to connect physical resources with cyberspaces
to control objects and, develop cognitive learning for optimal decision making. Connected users and devices
in closed virtual and physical proximity give direction towards the plethora of real-world applications for
physical, social and, cyber computing. Because of the increase in social media networking and 5G communi-
cation links offer real-time crowdsourcing and sensing as a complementary base for information. Proceeding
this idea, in this study we have proposed Cyber-Physical and Social Networks (CPSN) for two fundamental
operations in IoV (Internet of Vehicles) as CPSN-IoV; (1) to define conceptual architecture of CPSN-IoV
for data-oriented network for smart infrastructure and, (2) to create the significant virtual space where the
instances of smart vehicles, devices, and things will have meaningful links with the real world objects
where, CPSN-IoV will evolve, emerge, compete, and collaborate with all connected objects to strengthen the
decision making process. To investigate the potential impact of our proposed study, we have simulated the
taxicab trajectory data of the urban city of Portugal in OMNeT++ for the in-depth understanding of road
topology, connected vehicles and things, and their traffic trends; and users’ social media streams in respective
edge for efficient route planning. The results of simulation demonstrate that our proposed framework has

the ability to achieve human-machine intellectual association for managing the smart environment.

INDEX TERMS CPSN, data fusion, IoV, IoT, knowledge discovery.

I. INTRODUCTION

A. BACKGROUND AND MOTIVATION

Online socialization is a dominant human activity over the
internet for social networking, collaborating purchasing, dis-
cussion groups, recommendations and social bookmarking,
etc [1] However, a major concern of these platforms are the
mean of initial contact for users with each other. Because in
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the real world people’s interactions are heavily influenced by
the physical context in closed proximity. Moreover, the emer-
gence of technology has encouraged ubiquitous networks that
enabled computing capabilities and control for every human
24/7, remotely [2]. This is also evident that the interaction
between peers can often happen due to shared geolocation.
For example, people visiting the same university, museum,
shopping mall, sports event, or people travelling by the same
bus, train and, flight. These series of geo and social inter-
actions and the sharing of decisions and recommendations,
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lead towards the emergence of two computational technolo-
gies, Cyber-Physical Networks (CPN) with Cyber Social Net-
works (CSN) [3]-[5] as the next generation of conventional
internet of things and, termed as Cyber-Physical-Social Net-
works (CPSN).

The term CPS was initially introduced by [6], and since the
time of initialization, it has become a famous area of research
and development in many real-world applications. The virtual
world is linked with different types of physical devices and,
has the capability to build intelligent systems with cogni-
tive abilities. And the variety of sensory devices monitor
real-time activity and the behaviour of physical objects and
their observations are continuously stimulated and moved
towards the cyber world. The virtual space where these resul-
tant streams are analyzed and interpreted to deduce the state
of the physical object and to identify their digital representa-
tions in order to derive knowledge for optimal control [7], [8].
Similarly, CSS emphasizes human behaviour and interaction
analysis by using data analytics and mining techniques on
social media posts [9], [10]. Historically, CPSN evolution
is based on mechatronics systems, which is a combination
of electrical, mechanical and control engineering [11]-[13].
Well-defined processes are designed to support procedures
into the real-world physical system [11], [12]. The next gen-
eration of CPSN was embedded systems, where applications
are installed in a physical system for managing processes.
The successor of embedded solutions is CPSN frameworks
with extraordinary computing and control capabilities. These
networks are concerned with sensing ability from the physical
world by using extraordinary communication abilities for
control and management [14].

The concept of CPSN is related to [oT; some researchers
have views about the distinctions between two of the famous
terms and only assert as the bridge between physical and
virtual/cyber world and declared IoT as the communication
identifier of all smart objects in the network [15]. On the
other hand, some authors believe that both terms are similar
in nature, i.e., [oT provides the horizontal prospect consisting
of hardware components with interconnection capabilities
whereas, CPSN has a vertical view containing computational
and control processes [8]. In recent studies, the term human-
in-the-loop (HiTL) is associated with CPSN which recog-
nizes the importance of human physiological and psycho-
logical studies with objectives to control objects in the real
world by using brain-computer solutions with cognitive abili-
ties [8], [16]. Finally, CPSN is a set of several physical, cyber
and, social integration by using data fusion techniques for
creating intelligent systems to facilitate humans. Moreover,
smart and connected objects with self-configuration capabil-
ities have enabled the convergence of physical, cyber and,
social domains for secure information exchange, data pro-
cessing, cognitive learning in many real-world applications.
The confluence of CPSN have a powerful impact by extensive
cognitive learning algorithms and computational processes,
in order to provide effective process control, management and
decision support [17], [6], [5], [3].
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The idea of CPSN comprises of both the physical and
virtual context of users, users at the same geolocation have
some virtual context and existence at respective edge and
cloud. Furthermore, IEEE 802.11p has transfigured the IoV
connections as well and this advancement in information and
communication technologies have encouraged us to develop
a CPSN based architecture specifically in the domain of IoV
as CPSN-IoV. Thus, our proposed term CPSN-IoV is the deep
interplay of physical and smart objects, their association and,
rule-based reasoning for collective and cognitive intelligence.
It also has the ability to fuse diverse information that is
initializing and observing from the physical world. Cognitive
intelligence and CPSN-IoV technologies can provide human-
centric services to cumbersome chores and tasks in physical
worlds as well as in social worlds. But in smart cities, open
access city-data by distributed sensors and the social media
data of citizens can offer real-time, heterogeneous and large
scale observation and sense for effective and intelligent ser-
vices by intelligence mining [18]. These potential capabilities
have encouraged different research dimensions in IoV, for
example, collision detection, avoidance, precision, operation
and resource management as some of the major research
attractions. Furthermore, Big data analytics for knowledge
extraction in CPSN-IoV networks can facilitate urban dynam-
ics for decision making [19]. For instance, traffic signal
adjustments can be managed by vehicle arrival data with
intelligent cyber analytics [20], [21]. Event detection and
management can easily be dealt with user preferences and
road ambient environmental constraints. [22]-[24].

Application Scenario: But before getting into details let’s
consider a real-time application scenario of CPSN-IoV.
Suppose we are travelling in a car and are trying to reach as
early as possible. Finding the appropriate driving direction
is a key concern for every driver and his route selection
consists of a number of parameters. For instance, traffic and
road condition, no of road signals, the capacity of road, rush
hour, and the number of turns. Google, Open-Street and Bing
maps, etc. provide navigation and thus not only save time but
reduce energy consumption as well. Higher gas consumption
and huge time wastage can cause fatigue during traffic jams.
Therefore, there is a need for a system where users and
government can get ease from traffic problems, in addition to
planning better traffic management, as just navigation alone
is not enough to achieve these extraordinary capabilities, thus,
the term CPSN-IoV can be defined as:

Definition 1: Cyber-physical and social network in IoV
(CPSN-IoV) is the next generation of vehicular networks
where every connected vehicle, user and device has virtual
existence in a respective edge. This virtual location is like a
web, where the drivers and cars cannot only navigate but can
also communicate and learn from other nodes and achieve
potential benefits in closed proximity. (figure no 1)

In this study, we have proposed edge and cloud-based
multimodal architecture as CPSN-IoV, where all aspects of
real-time navigation can strengthen by identifying related
patterns and associations using mining and aggregation of
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FIGURE 1. Cyber Physical Social Network for Internet of Vehicles
(CPSN-loV).

data with respect to human physical and social behaviour.
Moreover, a case study and simulation in OMNETH+ have
been developed and tested in order to test the strength of
the proposed architecture. Specifically, for the test case of
this study, we have selected optimal route selection during
navigation. We have examined how sensory observation from
vehicular sensory observation, driver’s social media stream,
logs of traffic directions, and smartphone data etc. can collec-
tively work together to get optimal route during travel.

B. HISTORICAL NOTES AND RELATED WORK
As described earlier, the development of technical, physical
and social networks, the idea of remote observation and
controlling objects came into existence. 10T, cloud com-
puting, social networks, big data and smart devices work
together in real-world activities. From the inception of the
CPS in the year 2000 [6], it has become a hot research and
development (R&D) area of interest in several disciplines
and application. Moreover, many reports by the President’s
Council of Advisors on Science and Technology (PCAST) in
the US, have described CPSN as a national interest [25] and
a report by McKinsey Global Institute has mentioned CPSN
as a global revolution paradigm by 2025 in life, industry
and, economy [26]. Real-world objects will directly pertinent
with cyber objects using robotics, cloud/edge computing, and
ubiquity. IMC-AESOP and partner’s project as ‘Industry 4.0’
is an effort to inspire the industry to strengthen conven-
tional systems by using CPSN capabilities. SAP, Honeywell,
Microsoft, Schneider Electric, etc. are major contributors to
this project. National Science Foundation (NSF) has also
identified CPSN as a significant research area since 2006 and
has sponsored more than 300 projects for research and devel-
opment in CPSN for uniform and standardized solutions [27].
So, the framework of CPSN is tightly integrated with
the physical objects and this integration intended to facil-
itate a wide range of state-of-the-art applications and ser-
vices. CPSN are increasingly embedding in several kinds
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of physical systems for intelligence, comfortability, energy
efficiency and, resource management etc. Similarly, CPSN
has potential to influence oV applications as well, with many
benefits as intervention, precision, operations, collaboration
and coordination etc. Analogously in IoV, smart vehicles not
only share navigational streams to broadcasting satellites and
cyber units rather, people on vehicles also share real-time
information about events on online social media platforms.
These events are occurring in the surroundings of their envi-
ronment, such as traffic accidents [19] and earthquakes [28],
etc. This information can act as a collaborative information
repository and source for smart city dynamics and social
behaviours [6], [29], [30]. Collision detection and avoidance,
nano-level resource management, rescue services, security,
traffic control, service management etc. [11], [31]-[33] are
some of the extensive applications in IoV.

This is also evident that due to tremendous growth of
urbanization, the roads in big cities are getting congested and
if any application can predict and suggest shortest and most
appropriate path can help to manage many resources from
energy management to reducing fatigue causes. Because,
if bottlenecks will be early detected and information regard-
ing the traffic issues will early disseminate to the con-
cerns will ensure resource optimization. TOMTOM [34] and
GARMIN [35] is the famous solutions in automobile navi-
gation market, these solutions provide GPS localization and
valuable feedback system for route guidance. Despite the
fact that these solutions provide maximum guidance but still
the rapid change in traffic patterns are needed to address.
Because, routing requires complex integration of several
aspects and only applying group theory on navigational pat-
terns [36]-[38] will not be enough. Route planning and selec-
tion must update as soon as a new vehicle will enter into road
segment or any other change of aspect [31].

Dynamic routing control algorithm has also been proposed
by [39]-[41] to address this problem. During the litera-
ture review, we have explored different dynamic routing
algorithms as optimal, heuristics and, hybrid algorithms.
Optimal algorithms include Dijkstra [42] and incremental
graphs [43] and, A* [44], Genetic Algorithms (GA) [45],
Ant colony optimization [46], and Tabu search [47] are some
of the heuristic approaches for route selection and planning.
Lastly, using Dijkstra and Genetic Algorithms (GA) together
form as hybrid algorithms. Moreover, Bellman Ford’s
Algorithm [48] and Floyd—Warshall’s Algorithm [49] are also
important solutions for finding the best path. Each approach
has its own advantages and disadvantages as described in
table no 1. Furthermore, research by [31] has proposed
that there is a need for centralized and integrated archi-
tecture for load balancing and resource management in a
dynamic environment. But efficiency is still the challenging
issue and using sensing information will not be enough in
future. Because drivers’ preference and road infrastructure
are also important in that [50], [51]. Recent researches by
[41], [52]-[56] have also addressed the route planning and
selection.
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TABLE 1. Comparison of algorithms for shortest path method.

Algorithm Advantages and features

| Disadvantages

e  Exhaustive Search

e Always retrieve optimal path . .
e Performance Efficient . Tlme—(fonsummg ff)r large networ.ks
Diikstra's Aloorithm e  Provide Global Knowledge of network Doein t Work with Non-negative
. g e Don’t need to calculate repeatedly because the shortest graphs
distance is already calculated from source to destination.
e  Use the Greedy approach for searching
e  Simple to implement
e  Uses archival information for speed up path selection
e  Faster processing to research and finding a better path Doesn’t search from heuristic data
Incremental Graphs e  Complexity O(a(n)) e  Update priority queues periodically
e  Develop a priority queue thus computationally expensive.
e Work with static nodes
Uses the lower bound on the total path length * Elgz)crll‘:}?r?;’ i‘ﬁiﬁ; on heuristic
A* *  Assured to expand fewer nodes e Only work with the finite nodes and

fixed cost for every operation.

e  Complexity issues
e  Complexity
Genetic Algorithms Faster Dynam.ig Convergence . Le}ck of pre-mature convergence
e Strong Versatility e Highly depended on the initial
population
e Sequencing issues for random
. . decisions
e  Inherent parallelism processing Analysis for processing is complex
Ant Colony | e Rapid discovery of changing nodes Require iteration  for decision
Optimization e  Ensure convergence €
making
e  Convergence from one to another
node is uncertain
e  Re-initialization of the path is a
e  Have short, intermediate and, long term memory structure. time-consuming effort
Tabu e  Provide better results with local and neighbour nodes. e Storing complete problem is
e  Prefer to store the solution attributes difficult and insufficient
[ ]
Work with Negative Graphs Poor change management
Bellman Ford's Information exchange to direct neighbours Complex computation
Algorithm Update information based on neighbour information P P

Time Complexity O(VE)
Better for multi-stop trips
Floyd—Warshall's
Algorithm Can reconstruct path

Time Complexity O(V?)

Fast but require complex computation

Slower

Static weight for each node
Doesn’t update information during
flow

The above studies have revealed that many algorithms
and architectures have been applied to get the optimal route
selection and planning individually, yet an appropriate way
to achieve the best route by using cyber, physical and social
aspects does not exist. This gap has given the rise to the
demand for an inclusive solution for best route planning and
selection by using CPSN-IoV.

In this work, we have focused on defining a comprehensive
architecture for CPSN-IoV, with all in-depth aspects and rele-
vant details. The novelty of our proposed solution is that apart
from CPSN-IoV architecture, we have also tested a case study
by simulation in OMNET++ for examining and evaluating
our proposed architecture. Moreover, a detailed description

33612

of each component of the proposed study has been proposed.
Lastly, the performance evaluation of the proposed study has
also been added at the end of this study.

C. PURPOSE OF THE STUDY

The purpose of this paper has three major aspects, First,
to construct a context-aware and pervasive CPSN-IoV archi-
tecture for smart vehicles, users (drivers, passengers and,
traffic authorities) and infrastructure (RSU and traffic signals,
etc.) with edge and cloud capability for network manage-
ment and driver’s optimized services and solutions. Second,
we analyze three remarkable aspects, cyber, physical and,
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social data streams for cognition and intelligence and third,
we exemplified an application scenario by dynamic trajecto-
ries of taxies and social media streams of drivers for optimal
route selections by using CPSN-IoV.

D. ORGANIZATION OF THE PAPER

The format of this study is presented as follows. In Section 1,
we explore and discuss the introduction, background, history,
motivation, and intent of the study. In Section 2, we introduce
the main architecture of CPSN-IOV and describe the key
enabling technologies in domain. In this section, we present
different layers of CPSN-IoV architecture including; data
collection, communication, knowledge discovery, data fusion
and, application layer for optimized solutions in real-time
scenarios. In Section 3, we simulate and examine one real-
time example in OMNeT+-+ for evaluation of our proposed
architecture. In Section 4, we discuss the overall findings of
the study and, in Section 5 conclude our study with proposed
future research directions and, Section 6 describes challenges
and criticalities of CPSN-IoV domain

Il. ARCHITECTURE

A. LAYER 1: DATA COLLECTION

The major sources of CPSN-IoV data collection are the set
of heterogeneous devices with inherent sensing and observ-
ing capabilities for fixed, mobile and user-contributed data.
People (P), vehicle (V), and sensors (S) are the main data
contributors those cover the broad field to capture passive and
explicit data and can be defined as Equation (1):

n
D(CPSN-IoV)=Y " {P;. Vi, Si} 1)
i=1
where Pi represents the set of people enclosed in the physi-
ological spaces and can have wearable sensory devices and
smartphones and have the ability to share sensory data (S,,),
geospatial data (GS) and social media feed (SM). Thus can be
described as Equation (2):

S(P;) = {Sn, GS, SM} 2)

Furthermore, the Vehicle (V;) dataset consist of the set of
all smart vehicles having inherent sensing capability by
accelerometer, gyroscope, pressure, Magnetic field sensory
data etc. (I-Sen), poisoning and navigational data (GPS) and
in build camera images and videos (IMG), and can represent
as Equation (3):

S(V;) = {i — Sen, GPS, IMG} 3)

On the one hand, both people and vehicles cover a wide range
of mobile sensing and observation data in sensory and social
media streams. On the other hand, sensors (S;) are fixed and
mounted devices by a regulatory authority and contribute to
the fixed sensory observation and imagery data. The example
of these sensors are smart meters, GPS sensors at public
places, smart bins, sensors in tarmac to identify the available
parking spaces, air pollution, quality and irrigation sensors to
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check the water levels at specific location such as public foun-
tains, ultrasonic and infrared detectors, night vision camera
and roadside units (RSU) etc. Physical space of CPSN-IoV
sense, observe, retrieve and disseminate data with-in respec-
tive edges. For understanding the domain of physiological
space, let’s consider a relevant example, the driver with the
smartphone and wearable sensory devices collectively can
sense onboard activities, for instance, the fuel consumption
prediction or an air pollution alert. Thus, by mean of these
readings, the driver can change the operations of the vehicle
by using a smartphone or can allow applications to handle
autonomously. Moreover, the driver may observe the sur-
roundings whilst moving as many are posting about events
happening nearby. Similarly, in the respective edge, people
on-board may be sharing and reporting the same event and
can interact with other physical objects such as vehicles,
people and RSUs as described in figure no 2. This complete
communication stream is continuously sharing and commu-
nicating with the respective servers in edges as well. Hence,
this observed sensory data is an asset for our proposed study
and it can be derived that the corresponding dataset about
the same physical object, location or phenomenon may have
different aspects. Consequently, it is necessary to combine
all these resources for collaborative sensing and observation.
This observation can ultimately be providing the food for data
harvesting and knowledge discovery. This multidimensional
space, with the features of human interaction and participa-
tion, lead towards social relations and characteristics. In par-
ticular, it is evident that human social relations exert influence
on the cyber world.

Social interaction between different nodes in CPSN-IoV
can be modelled as the undirected graph without weights can
represent as G(V;, E;) where V; is the set of smart vehicles
and E; represents the set of corresponding edges that presents
the social bound for interaction between all objects in closed
edge-based networks. In equation 4, P(N;) is denoted as the
probability for every V; in the edge-based network and N rep-
resents the set of friend nodes with a degree i. Assume the
probability as a power-law distribution [57], then the probable
curve can be derived as Equation (4):

PNy = 1{° N=5 @)
TS,y N7V S<N<i

where S is denoted as the minimal degree node in the
edge-based network and y is the skewness of distribution
and can have positive and negative skewness in a hyperplane.
T(S, y) represents as normalized constant and, S and y are
inversely proportional to each other. For instance, the social
graph implies stronger ties between nodes of the network with
larger S and minimal y.

Furthermore, the dimensions of this hyperspace consist of
cyber, physiological, physical and social space and create the
complex linkage between various different aspects related to
human psychology and mental space [58]. Because decisions
in CPSN will ultimately be dependent on human thinking and
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FIGURE 2. CPSN-loV Architecture (Layer 1) Data Collection Layer: addresses the data acquisition methods from heterogeneous devices with inherent
sensing and observation capabilities from fixed, mobile and user-contributed data sources. (Layer 2) Network Layer: addresses the communication
technologies specifically 5G networks to disseminate heterogeneous data. (Layer 3) Data Processing, Data Fusion and Knowledge Discovery Layer:
discusses the data processing, analytics, and data fusion techniques for optimized knowledge discovery and resource management. (Layer 4)
Application Layer: focuses the fundamental enabling technologies in CPSN-loV for number of real time applications.

influence their physical actions. (i) Informational, (ii) per-
sonal and (iii) normative influences define different cognitive
and semantic channels during communication. (i) informa-
tional influence: analyzes real-world information and choice
as the best option. A major concern of this influence is
“what is best and right?”’ but this decision-making process
is amazingly fragile [59]. For instance, we are travelling by
a smart car and the engine fault light is switched on, this
information will lead us to stop the car immediately. Thus the
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decision was reliant on the information we received. (ii) per-
sonal Influence: the interpersonal influence that involves
forming reliable relationships and relating their decisions
by mutual-approach to cope with emotional arousal. The
key questions of this facet are: who should I trust and who
should I like? [60]. In CPSN-IoV, during travel people would
like to listen to the same songs as their friends listen and
for navigation people like to use the same application as
their friend or relative may have in their smart devices.
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(iii) normative influence: is based on the group or community
and being part of the community one can feel more protected
and that is easy to decide what others are doing? And such
kind of influences builds the means of crowdsensing and
very beneficial in resource and services management in the
respective edge [61]. Traffic congestion monitoring is the
best example of normative influence. Where onboard sensors,
mobile sensors, and fixed sensors are reporting the same
thing as the people may are sharing by social media. But the
conflicts may arise during the communication due to liking
and disliking of individuals such as the bad reviews about any
application at social media form the conflict of interest. Thus
there is a need for human and cognitive intelligence in order
to manage these conflicts.

B. LAYER 2: NETWORK LAYER

In today’s world, the use of the guided medium is really
minimal but selective connections with fixed devices such
as smart street lights, speed sensors, cameras, radar sensors
and laser beam sensors may require a wired medium for con-
nections. To accommodate connections with the fixed devices
in smart cities, [OV-Gateways (IOV-GW) are integrated with
the guided front networks. Further, the short-range wire-
less networks, for instance, Ultra-Wide-Band (UWB), NFC,
Bluetooth, Zigbee and, RPL, etc. are connected with the
IOV-GW and WiFi through the un-guided front network.

Figure no 2 (Layer 2) represents the network layer model of
CPSN-IOV for every object in IoV that have the capability to
connect as V2X, where X consists of infrastructure, vehicle,
mobile, and devices, etc. and short-range communication
channels are helpful for managing onboard services and con-
nection of devices nearby such as smart street light to smart
vehicle. Wireless networks in CPSN-IoV can be categorized
into three different groups. (i) To communicate and coordi-
nate with the centralized nodes in the respective edge. [17],
(i) Ad-hoc and non-structured communication channels to
assign roles to all nodes within the network [62], [63],
(iii) hybrid networks, where all nodes can communicate with
different devices with the core networks over the cloud. These
three networking channels enable Road Side Unit (RSU) and
Onboard Unit (OBU) to communicate and share informa-
tion for diverse applications. For instance, traffic monitoring
and control, mitigation and prevention of road accidents,
crowd management, infotainment and enhancing the driving
experiences.

Moreover, technology enhancement in mobile networks
such as 5G networks with ultra-reliable and low latency
services enhance the abilities of 4G or 3G wireless networks
and can support highly diversified wireless channels, more
sophisticatedly. 5G can use different spectrum bands such
as millimetre wave (mmWave) and have the ability to carry
a massive amount of data from multiple inputs sources and
produces resultant multiple outputs (MIMO) in full-duplex
mode. The area of transmission describes as small cells and
also enable software-defined networks (SDN). Furthermore,
beamforming is another feature of 5G technology that ensures
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to identify the most efficient route for data transmission and
with the properties of narrowing beams, vertical and hori-
zontal transmission and, alteration of beam direction many
times in milliseconds have strengthened the conventional
means of mobile communications. And this has encouraged
the biggest companies such as Apple, Google, and Microsoft
to create an operating system and digital content manager
for vehicular networks. CarPlay by Apple, Android Auto by
Google and Windows Mobile by Microsoft are examples of
onboard infotainment systems [64].

As illustrated in figure no 2 (Layer 2) all networks are
associated with the backbone and core networks are linked
with the Gateways or Remote Radio Heads (RRH), those
are responsible for providing a connection between Wireless
Base Station (WBS) and cloud networks by the guided and
unguided medium. This is a matter of fact, that massive data
traffic will require to increase the capacity and speed of
Mobile Backhaul (MBH), MBH is the process of creating
intermediate links between core networks and cells within
respective edges of the network. Whereas mobile Front-haul
(MFH) is the part of centralized radio access networks that
provide connections between centralized radio controllers
and their corresponding Remote RRH. Considering the 5G
properties, it is also evident that in Massive Machine Type
Communication (M-MTC) a large number of devices and
their controlling connections (for instance sensors and actua-
tors, etc.) can accommodate by using efficient call processing
up to 100 folds. 5G networks offer the following features:
(i) Heterogeneous network connections (ii) Dynamic network
configuration management for all users and devices (iii) Easy
to manage the commoditized devices and Open Source Soft-
ware (OSS) (iv) Highly scalable networks with the ability
to program the diverse applications. With these extensive
communication capabilities, the dream of an autonomous
vehicle with sensing, observing, navigation, context-aware
and being sociable can be possible. But this is also a concern
of implementation to modify the performance and quality
parameters of preceding physical infrastructure too.

C. LAYER 3: DATA PROCESSING AND KNOWLEDGE
DISCOVERY LAYER

The third layer of the proposed architecture presents different
knowledge discovery aspects applied to the collected data
from physical and cyberspaces. But before applying different
data fusion and analytical techniques it is partially expected
to preprocess the CPSN-IoV dataset to remove noise and
redundancy to eliminate and estimate the missing values [24].
Data processing require cross-space collaborative series of
execution for the understanding of context. For instance,
on-board GPS sensory information and GPS data obtained
from driver mobile phones both are numerical and related
as well. But to construct the multimodal rational cross-space
data structure, the physical and social world data is required to
extract the related patterns, identify association and abstrac-
tions for knowledge discovery. As illustrated in figure no 3,
edge-based processing and computation engines are
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FIGURE 3. Data Processing services and solutions at edge/cloud Server- An illustration of edge and cloud based processing and computation engines for
real time physiological and physical observation for instant learning and knowledge discovery.

distributed in closed proximities for real-time physiological
and physical observation is being gathered and processed for
instant learning and knowledge discovery. Further, this live
observation and processing to the centralized cloud-based
systems for ontology and rule-based engines for process
learning and automation. Thus, the taxonomy of this layer can
be divided into different aspects as described in this section.

1) DATA PROCESSING

The ecosystem of CPSN-IoV is highly heterogeneous, dis-
tributed, and complex. Sensory observation is like a nonentity
without data processing thus, it requires different prospects to
analyze the same data for discovering optimum knowledge.
The computational platform of CPSN-IoV requires to address
different layers of data processing and management that can
be divided as (i) Stream processing and (ii) Batch processing
and, (iii) Data Management.

a: STREAM PROCESSING

comprises real-time data processing for reducing the process-
ing load of the database. A major feature of this processing is
to provide preprocessing to the live data streams as, without
such monitoring, these applications bring huge query load to
the database due to raw and noisy data. Since the upload-
ing and writing operation is already continuous load to the
database, it will cause the overhead for accessing the same
targeted object. In order to reduce this conflict, the subset
of raw data can be extracted and maintained separately and
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further it can be incrementally updated in the data store
by data-driven methodologies. The extrication of read and
write operations in the database will reduce the overhead of
query processing and add scalability, and efficiency in appli-
cations. The real-time streaming events in CPSN-IoV are
collection, extraction, filtering, monitoring, regulation, and
automation of alert messages. Therefore, real-time efficient
responsiveness is required for better integration and execution
in existing infrastructure. Strom [65], JStrom, Spark [66],
Flume [67], Apache S4 [68], Samza [69], and flink [70] are
several technological platforms available for real-time stream
processing with scalability, fault tolerance, high performance,
high throughput, and low latency.

b: BATCH PROCESSING

is employed for complex data processing requirements and
require archive data that has been loaded into databases itera-
tively by orchestration workflow. Batch processing leads for
further data exploration by different data mining, machine
learning, and knowledge engineering techniques to opti-
mize analysis and visualization. Hadoop [71], Talend [72],
Disco [73], Hive [74] and, pig [75] are different commercial
tools available for batch processing.

c: DATA MANAGEMENT

is the third consideration of CPSN-IoV networks and
addresses the storage and management of databases, caches,
file systems, data warehouses, and lakes, etc. Data storage
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for CPSN is heterogonous in nature, including SQL and
NoSQL structures. The data store designs are dependent on
comprehensive processing and analysis for efficient access
requirements of the domain. Cassandra, HBase, MongoDB,
PostgreSQL and HDFS are the most recurrently used solu-
tions for data management [76]-[80].

2) DATA ANALYTICS

The major methodologies for data processing in CPSN-IoV
can be categorized as follows:

a: DATA MINING

In CPSN-IoV, the real-time and archive data is generating
continuously with several data irregularities and issues thus
intelligent algorithms are required to process data. It is a
well-known quote that, it is much easier to generate data
than to process data. This explosion of data will certainly
cause a serious problem in real-world data processing and
analysis. Historically, it has tried to solve many big data
processing problems [81], [82] but the need for effective and
efficient analysis tools will definitely be required to stop
the submergence of this huge amount of data. Real stream
data mining and batch mining, problems should be addressed
separately due to the nature of process handling. Data mining
algorithms not only are the part of the hardware domain
for cloud computing and distributed data services, but it is
also required for software integration and process. However,
in the current situations, most data mining technologies are
developed to process on a single machine.

In the continuously changing circumstances, it is highly
likely that the conventional mining algorithm will not be
applied to execute the CPSN-IoV data. Generally, the pro-
cedures for preprocessing of data will need to be redefined
otherwise these technologies cannot handle such unprece-
dented big data. For the understanding of the KDD process,
three technological considerations are required for solving
any problem in CPSN-IoV using data mining; goal (g),
features (f), and mining algorithm (). Data Processing for
any problem domain can be described as Equation (5):

X)) = {gi. fi, mi} ©)

Goal (gi): The aim of data processing should clearly be
defined with all assumptions and limitations. Every problem
should address the explanatory, confirmatory and exploratory
parameters for better domain understanding.

Features (fi): The features of data consist of data size, dis-
tribution nature, and visual representation. Different agents
usually need different interpretations of the same data.
Although data is coming from different sources as described
in figure 2 (layer 1), it may be possible that one data source
is sharing the same information as the other source. For
instance, the geo-coordinates of the mobile phone of a driver
are similar to the coordinates of the smart vehicle that he is
driving. Thus, for both agents, different data processing will
be required on similar data.
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Mining Algorithm (m;) Goal (g;) and features (f;) of the
problem specify which algorithm will be required for the
solution for any problem. There are several algorithms with
the categorization of classification, clustering, frequent pat-
tern and association analysis to satisfy knowledge discov-
ery needs. The DIKW (Data, Information, Knowledge, and
Wisdom) represents the data mining core principles and the
end goal of every process in data mining is to facilitate the
agents in closed proximity.

Most significantly in Equation (5), the selection of min-
ing algorithm (mi) depends on the nature of the problem
domain and objective of the research. Several mining tech-
niques have been used in CPSN for instance, the Density-
based Spatial Clustering Algorithm (DBSCAN) was used for
feature extraction of different caller records to assign the most
appropriate activity label. Cellular towers were also attributed
to geographically cluster the network by using the mining
algorithm [83], [84]. In another research [85], KNN was used
to form clusters and groups by modelling user behaviour and
their preferences. Furthermore, a parking space management
model was introduced by using a density-based clustering
algorithm with GPS and POI data vectors. This recommen-
dation system was used to generate candidates, to identify
the available parking slots for public transportations [86].
The identified vector location was grouped with passenger’s
geolocation for smart pedestrian activities such as bus arrival,
departure, drop-off, and pick-up location. Another model was
mapped using publication/subscription architecture with the
clustering algorithm to create an early warning system [10].
Association rules, data aggregation, tensor modelling, Local
Indicators of Spatial Association (LISA) and, density-based
clustering, are key algorithms used for data processing in
CPSN [22], [87]-[91].

However, it is a matter of fact that data mining in CPSN
is the ongoing process and more computationally efficient
algorithms are still required for futuristic infrastructures for
optimum processing. Commercially available systems expose
details for a single process, depending on the devices used to
gather and sense information in smart cities.

b: RULES FORMULATION, MANAGEMENT, AND ANOMALIES
DETECTION

In CPSN-IoV, cross-space raw data are generated by hetero-
geneous and distributed agents. This multiscale data requires
efficient data processing and rule mapping for state and
domain understanding. For instance, consider the CPSN-IoV
application, where physical objects such as smart vehicles,
fixed sensory devices, and humans, etc. exist as agents. These
have a structural and parametric understanding of every con-
cept in smart environments.

Structural knowledge refers to the tasks that have to be
done by agents for situation awareness and this learning
can be achieved by different properties described as the
parametric understanding of the context. Importantly, to sat-
isfy the need for relevant data, parametric understanding is
subjected to characterize by the operational framework in
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smart environments. For instance, in smart environments the
parametric set of smart vehicle (agent) can be described
as geolocation, contacts, sensory and visual observation,
communication channels, etc. and possible behaviour can be
stopped, start, speed, increase speed, decrease speed, brake,
short brake, show alert message and, send message, etc.
Furthermore, onboard and cloud-based storage and the set
of predefined rules lead to the understanding of a state and
can help to identify a solution in any problem domain.

Moreover, an ontological model requires two aspects of
understanding a) user model and, b) a smart environment
that is based on user behaviour and preferences. Thus, rules
can generate by the semantic understanding of any context.
For instance, Wi-City plus has introduced a smart city obser-
vation system where the rules for customer satisfaction and
quality of services are generated by using SPARQL and RDF
queries [22]. Furthermore, iConAwa is another example of
a context-aware model, where the semantic web is used to
represent ontology for context agents and formalize the prob-
abilistic approach, to handle the uncertainty about different
events in pervasive environments [92]. It is evident by these
historical approaches that data analysis and processing have
to serve the need of all agents working in smart environments.
Open Connectivity Foundation (OCF) has introduced a stan-
dard model for the representation of smart devices having the
capabilities as [oT [93]. Additionally, Web of Things Model
also has been proposed to develop a standard for construction
of semantic models to define the physical objects into the
virtual environments [94].

After context awareness and understanding of state,
the forth next task is to detect anomalous events happening
in close proximity that have a spatiotemporal state. This pro-
cessing can be done by using social and traffic data analysis
that have been continuously shared over the web by all agents.
Computationally, it is required to fasten the data processing
for irregular event detection because this may cause damages
in real life. Thus, it is necessary to not only process the live
data stream but also to disseminate the corresponding infor-
mation for appropriate actions. Machine learning algorithms
have been used in many case studies for event detection. For
instance, route management and prediction of trajectory and
road segment data are processed and mapped for efficient
route planning. And the traffic route span is matched with
the predefined scale and the traffic route having longer span
than the predefined scale is detected as an anomaly [95].

Another method is proposed by the use of multiple sources
of data such as road network, mobile calls, taxi trajectory,
and car/bike renting, etc. This data set is modelled into
LDA for distribution analysis and the rational test model is
used for identification of irregular events [96]. Moreover,
data processing and analysis is not only limited to anomaly
detection but also refers to the mapping of situational
reasoning. Spatiotemporal conditions with social network
data can collectively be used for reducing the upcoming
events such as traffic jams, accidents, and any catastrophic
situation [97], [98].
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c: ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING
Machine learning is a subset of Artificial Intelligence. Where,
intelligence becomes feasible by mathematical, statistical
models and algorithms to develop cognitive learning in
processes. The process of choosing the best algorithm for
any problem domain is actually the intensity and speed of
required computation. Novel multimodal algorithms are vital
for cognitive pattern recognition and to develop predictive
data models for efficient decision support systems.

Genetic algorithms, artificial neural networks, deep learn-
ing, regression, evolutionary algorithms probabilistic and
non-probabilistic models, etc. are some well-known algo-
rithms for cognitive learning. For instance, drivers and
smart cars form a crowdsensing and crowdsourcing network
with a large amount of real-time data and observations.
Machine learning algorithms provide multilayer contextual
understanding and precise results for different problems in
CPSN-IoV including; optimal route selection, smart parking,
hindrance and accident detection, optimal path navigation,
and smart infrastructure [99], [30], [100]-[102].

3) DATA FUSION

This layer addresses the statistical and logical methods for
the integration of outputs and data of real-world objects.
The data that has been collected from different sources as
described in figure 2 (layer 1). The intent of this integration
is to attain a cohesive and comprehend data understanding
of the same object in heterogeneous, high-dimensional cross
space. Situation awareness is the main goal of data fusion
in CPSN-IoV. It allows disseminating all possible events
affecting infrastructures and human. Additionally, it clarifies
the actual synthesis of concepts in great depth and detail level
of understanding for rigorous results. An extensive concern
has been dedicated to the selection of algorithms and unified
techniques to designate the principal elements of situation
awareness in CPSN-IoV. However, integration of data is a
prerequisite of high dimensional, multimodal and noisy col-
lection of hybrid data sets [103]. Data fusion is far more
than multi-sensor data fusion, as it is not only responsible for
combining multisensory observation data but also to provide
context description to the agents with intelligent data pro-
cessing features. Following are some data fusion techniques
from informational deluge for the construction of data-centric
algorithms.

a: CORRELATION ANALYSIS

The architecture of CPSN-IoV is highly heterogeneous and
distributed thus can be categorized into two approaches for
processing a) Centralized data fusion, where the unpro-
cessed data from multiple sensory nodes have been collected
and then fused into centralized data processing nodes for
event estimations and, b) Distributed data fusion, for inde-
pendent data processing at different edges of network for
getting awareness about the closed and local proximities.
It is a matter of fact that processing all data sources at the
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centralized node is neither feasible and nor efficient. This
is due to the fact that the more number of nodes will add
overhead to communication gateways and nodes. On the other
hand, distribution will reduce the communication channels
and the cost of deployment and integration.

The cross-space fusion of data uses statistical approaches
for identifying the correlation between different data streams
in CPS space. These include the identification of seman-
tic cross space correlation in conjunction with sensory data
of agents as described in figure 2 (layer 1). Pearson algo-
rithm, Spearman, Kendall, Goodman & Krushkal, Kalman
Filter (KF) for minimal mean squared error, Covariance and,
Bar-Shalom Campo (BC) are different correlation types for
cross-correlation identification and analysis [104].

Several techniques have been used for correlation analysis
in CPSN-IoV. For instance, Patras, Greece’s foursquare data
was correlated with traffic volume for identifying the causes
of pollutant objects. This correlation analysis was processed
by diurnal pollutant averages for oxides of nitrogen (NOx)
and carbon monoxide (CO) with check-ins data [105].
Additionally, in CleanSpace [106] project different aggrega-
tion techniques were used to correlate pollution and temper-
ature for smart cities. In research by Nest [107], different
correlation and machine learning techniques were used to
learn the habits of the inhabitant by using different sensory
observation data. In research [20], V2I and parking space sen-
sor data were used to predict the indent derivation for traffic
influence and congestion control. Moreover, traffic patterns
were identified and correlated with different temperature
sensors in the smart city[87]. The suitability of correlation
techniques in data fusion depends on the problem domain
and appropriate assumptions for every case study.

b: CONTEXT DESCRIPTOR

Context is the hidden ingredient of data and it can turn into
meaningful behaviour by the exploratory clarification of data
from different channels to improve user experience. The con-
text model is a series of different components; sensing, recog-
nition, information distribution, cognitive reasoning, and
context information model development[108]. In CPSN-IoV,
situation awareness and detection methodology for action
invocation is the ultimate goal. Where the aim is to accelerate
the easier understanding and development of model while
processing real-time data. This understanding leads towards
social intelligence by using pattern recognition algorithms
for social media data as explanatory and descriptive evidence
to support the processing of physical sensory observation.
Context descriptor not only enables the validation of the
context model but also provides a mechanism to process
the semantics as well. A number of researchers have used
different context awareness and descriptor model techniques
for dynamic rule analysis and management. For instance,
in research [109], the physical sensory observation was used
to monitor the environmental parameters for air quality by
four different distinguished groups. The analysis was based
on correlation analysis between the physical sensory data and
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social information of these groups based on different char-
acteristics. The resultant indicators have pledged the public
grouping and involvement in air quality aspects. In another
research [96], traffic anomalies were detected by using differ-
ent data mining algorithms on social media data. These differ-
ent terms are then interlinked for the identification of similar
contextual constraints from different datasets. In addition,
a traffic prediction model was developed by data analysis on
weather, social media news feed, scheduled events and, static
city geographical map [110].

¢: TENSOR DECOMPOSITION
In CPSN-IoV, tensor decomposition is used for processing
the high-dimensional data, for dynamic and multi-modal data
process flows. Multivariate characteristics are analyzed to
process the dynamic latent for the association, separation of
concern and, anomaly pattern recognition. Tensors deals with
the representation of different data sources, those are indexed
and accessed more than one mode for the same instance.
Typically, this decomposition reduces and retains the com-
plexity of dimensionality conversions and captures, the
high-level intelligence among system components. Tensor
decomposition is helpful in the integration of future data pro-
cessing by probabilistic models to create a unified framework
based on group invariance for global convergence. Today,
a smart vehicle can capture and disseminate approximately
250 GB data/hour and, it is predicted that there will be
50 billion smart objects integrated into CPSN by 2020 [111].
Thus, there is a need for multidimensional and complex
data representation in terms of process, network, and
memory-based hierarchy management in a distributed envi-
ronment. Tensors create linear and multilinear associations
among algebraic notions and often presents complex data in
a more compact and array format. Tensor decomposition can
fundamentally improve efficiency by applying numerical and
multilinear libraries at lower level computation [112].
CANDECOMP/PARAFAC tensor decomposition is a
well-known tool for high order and multidimensional data.
Decomposition uses the factorization of tensors as a sum-
mation of the dot product of vectors and can be optimized
by the least square method iteratively. Tensor decomposition
with machine learning is a famous application in CPSN for
object recognition, pattern discovery, clique detection, and
prediction [113]-[115]. HOSVD used a distributed tensor
decomposition method for object recognition and social con-
nections with smart objects, such as smartphones and vehi-
cles, etc. [116], but this understanding interprets the hidden
community patters with IHOVD for better learning. Another
instance of mapping the high dimensional data by denser
approximate tenors’ method is to probe the user behaviour
similarity and prevalence for each instance of the group iden-
tified, by assigning a weight to each class of user [10].

d: SEMANTIC APPROACHES
Sensory observation and live stream data from all components
of CPSN-IoV is heterogeneous, distributed, multimodal and,
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multidimensional in nature. Knowledge extraction, integra-
tion and, dissemination lead towards common representation
for complex associations between objects. Thus, there is a
need for context annotation, feature extraction and, ontology-
based methodologies for capturing the actual understanding
of the situation. Automation in processes can be pledged to
handle different contexts and states of objects as, the map-
ping of datasets into interconnected objects enables infer-
ence thus, provides the reasoning for decisions and actions.
RDF based formats with SPARQL are well-known formats
for representing the semantics and ontologies for decision
support. For instance, in [22], different data sets comprising
of; weather, live traffic, environment monitoring, sensory
observation; user social media data are collectively integrated
by semantic-based data fusion for path and event recommen-
dation, generation of alert messages, elderly health assistance
and DSS. In another instance [117], vehicular observation,
user’s social media, and fixed sensory data were processed by
semantic modelling integrated with Dempster-Shafer theory
to customize the user services.

Google cloud M3 frame is developed by Apache to facil-
itate the semantic reasoning and data fusion for vehicular
sensory observation and smart environment data for
edge-based computing platforms. Jena and AndroJena are
lightweight libraries to empowering the process of reasoning
engines [118].

D. LAYER 4: APPLICATION LAYER

The emergence of technology has been prompted by advance-
ment in communication technologies, network diversity
and vehicular onboard facilities. These enhancements have
encouraged the industries for an extensive range of applica-
tions to facilitate humans. Billions of smart devices, vehi-
cles, and on-road sensors have the ability to connect and,
communicate for real-time information sharing. It is also a
matter of fact that, during travel every user wants updated
information and government authorities want to manage the
traffic congestion, pollution, and event management, etc.
remotely. Thus, every component of CPSN needs to collab-
orate, in order to create intelligent applications for the better
quality of services. Mobile users on road with smartphones
and, two or more smart vehicles in closed proximity may
have a common concern thus, building complex topologies
and social metrics. More specifically, the CPSN-IoV appli-
cation metric can be generalized to the user on the basis
of behaviour, association, routine events and activities and
this metric can collect useful crowdsource data for social
intelligence.

Parking management, public transport, traffic manage-
ment, social transportation, regional logistics management,
telematics, and fleet management are some of the required
applications for CPSN-IoV. Researchers, industry, and
authorities are collaborating in working for creating efficient
and reliable solutions. In research [22], vehicular and infras-
tructure sensors collectively integrated for traffic awareness,
management, reporting and have instant results using edge
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computing. Moreover, a smart vehicular solution has been
developed by using the camera, sensors, infrared detec-
tors and, user data for parking management, traffic signals
automation, trip prediction, and controlling system [20].
Wi-City project has also used traffic real-time data and
weather update for route planning and recommendations [22].

IIl. SIMULATION & RESULTS
For validation and evaluation of our proposed model, we inte-
grated several simulation tools over OMNet++ [119] as
SUMO [120] and VSimRTI [121] for real-time traffic
simulation and urban mobility analysis including crowd
behaviour analysis. For CPSN-IoV real-time traffic scenar-
ios have been studied that contain vehicle mobility in an
urban city of Portugal, where the original data set contained
instances of 800 vehicles including 15,434 observations.
After closed review and preprocessing, we have only included
120 vehicles’ data with 412 observational instances
in 2 hours, respectively. This dataset also integrated with
the city map for visualization and spatiotemporal analysis of
events. Furthermore, the human mobility data including the
GPS and social media feeds are integrated to relate in a given
scenario.

We have categorized CPSN-IoV objects into three cate-
gories:

(1) Road Side Units (RSU), those responsible for capturing
the vehicular and GPS data of the mobile users.
(i) Vehicles (V) are the agents sharing the concurrent
observation and GPS location.
(iii)) Walkers (W) are human, those are moving in respective
edge and sharing GPS data and social media feeds.

A. DATA OBSERVATION AND DISSEMINATION

For our study, we have exemplified that RSU in edges is
responsible for all types of information dissemination so the
components share real-time data to the RSU and data centre.
But before simulation, we have developed algorithms used for
domain understanding. Algorithm 1 represents the process of
RSU network distribution, working, and control in an edge.
Where length, width, and radius are categorized to represent
the edge boundary and the algorithm ensures all respective
RSUs to cover geographical dimensions on the map. nsu and
nGPS are declared to store the actual location and coordinates
of each RSU (line 7, line 8). This relevant information will
store (line 14) and disseminate (line 16) by the set of all RSUs
for edge-based computing.

Furthermore, vehicle observation and information sharing
are described in Algorithm 2. Where real-time data radar
reading, event data recorders, pictures, videos, route and GPS
location (line 7-8) is captured by each vehicle (line 8- 11)
and disseminate to respective RSU and Edge Data Centre
(line 14) for further processing. Algorithm 3 describes the
data observation of mobile user; this user may be on-board or
wandering around. Thus, mobile data including the GPS and
social media feed is periodically disseminating to the RSU
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Algorithm 1 RSU Observation and Information Sharing

Algorithm 2 Vehicle Observation and Information Sharing

1 Input: Width < w // Width of edge map

2 Length <1 // Length of edge map

3 Radius < r // Radius of operating range

4 SetofVehicles <X  // Set of Vehicles in edge

5 CellularGPS <« g //Set of active Cellular devices
in edge

6 Output: Coordinates of objects for each RSU in edge

7 nsu<GetRSU (w, 1, 1)

//returns the total no of RSUs in the edge

8 nGPS<«GetGPS (latidute,longitude)
//returns the total no of active cellular devices GPS
data in edge

9 for each (ne nsu) *(se nGPS) do

10 nsu_ Coordinates.add(getCoordinates(n))

//returns the two dimension coordinates (x, y) of RSUs

11 nGPS_ Coordinates.add(getLocation(s))

//returns the latitude and longitude of cellular phones

12 for each (VeX) MG € g) do

13 VData<—((V.getData ()) (GPS_Data<—(G.getData (
)

// returns observed data and GPS data of objects in
edge.

14 Y <—nsu_Coordinates.getRSU(V.getPosition()) »
nGPS_Coordinates.getGPSData(G.getPosition())
//returns the coordinates (x, y) of RSUs and coordi-
nates (latitude and longitude) of cellular devices.

15 Message <—CreateMessage (VData "GPS_Data)

16 Message.SendTo(Y)

//creates an information message contains vehicular
data and sends it to the corresponding RSU in the
edge.

in range as well as to the edge servers for interpretation and
further analysis.

B. DATA CONTROL AND MANAGEMENT
For understanding the proposed study, we have selected one
instance, to select and manage the shortest and efficient
path by using CPSN-IoV characteristics and features. From
algorithm 1, it has been finalized that each RSU has identified
communication range within the bounded area. This property
was ensured by the information that has been shared by a
set of vehicles and mobile users in range. By concluding
the understanding, each RSU is able to create a graph as
G = (R, C) where R is the set of all roads and C represents the
crossroads within the boundary of each RSU that indicates the
graph edges. We assume that each road (R) has the maximum
and average speed to travel, so we have assigned the weights
for each road reciprocally, depending on the prescribed and
maximum allowed speed.

Thus, if the vehicle has a closer speed to the allowed road
speed, it will lead to a lower weight, and if the speed of
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1 Input: Radar-Readings <— RR
// Readings of the vehicle
forward and
read Radar by Continuous
Wave
Frequency Modulation
(CWFM)
EDR-Readings
2 < EDRR
// Readings of vehicle speed,
braking, and throttle, etc.
3 Images < IMG
// Capturing the real-time
environment images in the
surroundings of the vehicle.
4 GPS «¢
//Set of vehicle location
5 SetofVehicles <X
//Set of Vehicles in the edge
6 Output: Real-time vehicle observation
7 for each(Vi € X) do
//returns the observation of

vehicle

8 RR <« Vi.getRadarReading( )

9 EDR < Vi.getEDRReading( )
10 IMG < Vi.getIMG( )
11 g < Vi.getLocation( )
12 R «Vi.getRoute();
13 Y <«VD_ Data.add (getVehicleObservationData

(Vi)

//returns the Real time observation
to instance Y

14 Message «<—CreateMessage (Y)
//Create a message containing the
observation

15 Message.SendTo (RSU,EDC)
//Send VD to respective RSU and
Edge Data Centre.

the vehicle is lower than the maximum allowed limit, it will
have a higher weight. Selection of the best path and rerouting
accordingly require RSU and edge servers to analyze the
graph, that is periodically being shared by the set of all vehi-
cles in the boundary. During analysis, the graph (G) indicates
all roads with congestion, because of the weight assigned to
the roads as described previously. Furthermore, social media
feeds also are being analyzed for identifying the cause of
congestion.

The causes of road congestion are due to many reasons
for instance; obstacles as double parking, roadside or utility
work, accidents and, may have mass transit due to some
protest or road blockage, rush hours, and huge pedestrians
crossing at the road, etc. Mobile users are sharing feeds at
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Algorithm 3 Walkers (W) Data Observation and Sharing
1 Input: SetofWalkers <— W
// Set of users
2 CellularGPS< g
//returns the user mobile GPS data
3 SocialFeeds<SF
//returns the user social media
Feeds
4 Output:

Real-Time mobile GPS coordinates
and Social Media Feeds
5 nGPS <—GetPhoneGPS (latidute,longitude)
// returns the cellular phone GPS
data in edge
6 nSMF<«GetSocialMediaFeeds(UserID,
timestamp,messageType,message)
//returns the Social Media data in
edge
7 for each (gp € nGPS) A(sm € nSMF) do
8 nGPS_ Coordinates.add(getCoordinates(gp))
// returns the latitude and
longitude of cellular phones.
9 nSMF _ Feeds.add(getSocialMediaFeed(sm))
// returns the Social Media Feeds.
10 for each(Wi eW) NG €g) do
11 UD<«—nSMF_Feeds.getSocialMediaFeed
(Wi.getSMF()) »
nGPS_Coordinates.getGPSData(G.getPosition())
// returns the social media feeds
and GPS coordinates of user mobile
phone. Where mobile user can be
on—-board or walking around.
12 Message <—CreateMessage (UD)
13 Message.SendTo(RSU,EDC)
// creates an information message
contains vehicular data and sends
it to the corresponding RSU in the
edge.

social media regarding the events happening at the road and
this will help to strengthen the graph for rerouting the option
to the management of route.

Figure 4 illustrates the proposed simulation map of two
RSUs and a set of vehicles, with all possible routes in a
bounded two-dimensional plane. where X; is the vehicle
entering into the range of the edges; the entry point is donated
as source node (S,) in map. Vehicle X; has three main routes
as route 1 to 3 and one sub-route as 3B to reach the point
of destination (D). Selection and re-routing occur at the
current geo-location of the vehicle to the last road in the range
of RSUs and edge servers. In this study, we have used the
shortest path metric for rerouting and selection of the set of
K paths to identify the optimal route. It is possible that same
route may select as an optimal route for the set of the vehicle
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in the edge. Hence, it is required to provide more than one
alternative route, if possible to evade this issue.

Therefore, the Dijkstra shortest path method is used to cal-
culate more than one route for each vehicle [122]. The reason
to select Dijkstra other than available shortest path algorithms
is the nature of selecting the shortest route between two nodes
by calculating all nodes until reaching the destination node.
Hence, the vehicle has global knowledge of network, and
this feature will enable to identify the corresponding shortest
route until the final destination. Moreover, Map Suite and
distance matrix are used to store distances for each vertex
from one node to another with less storage requirement.
Dijkstra graph edges are non-negative and can save a lot of
processing time and re-traversing nodes more than one time.
Thus, Dijkstra provides support for time constraint and criti-
cal applications with less delay by minimizing the number of
nodes. Comparison matrix for shortest path selection methods
is illustrated as the table no 1.

Algorithm 4 describes the selection and re-routing process
for vehicles, where X is the set of vehicles in the boundary
of each RSU and G represents the graph created by each
RSU for mapping the available routes for each vehicle. There
may be more than one RSU in edge boundary but for better
understanding, we have selected only one RSU for our study.
For each vehicle on the map, there may be multiple alterna-
tive routes with better speed and minimal coverage time. K
denotes the set of alternative routes for each vehicle (line 3).
Moreover, two variables as « and w are representing threshold
and weight respectively. The value of « is dependable on the
nature of the route and described as how many numbers of
vehicles are presented in the boundary of RSU at a specific
time and if the number of vehicles is more than « this will
add weight to reroute the vehicles at source (S,).

Furthermore, w is initialized for adding the weight of social
media feeds, it is assigned as; if social media feed is relevant
to the road situation, route or any other relevant hashtag,
it will assign 1, otherwise 0. Thus, RSU is responsible for
calculating the path of each vehicle from the current location
along with the last node of the graph as described D, in
figure 4. After perceiving the D,, the K will be calculated
as the shortest path by using the Dijkstra algorithm. Here the
shortest route will be selected for balancing the route load.
Importantly, each route has assigned weight as the sum of all
sub-paths of the route as described in the previous section.
Routes with lower resultant weight will be mostly requested
thus, there is a need for such a constant measure that will
reduce the likelihood of being chosen for every vehicle in
edge boundary. The decision will be chosen on the set of
different parameters as:

X = set of vehicles in the edge
AX = set of routes for vehicle V; such that (Vie X)
= routet of Vi suchthat (Vie X)
= weight of o}

Re'* kqw
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Algorithm 4 Route Selection and Re-Routing

1 Input: X
// Set of vehicles in the boundary
of each RSU

2 Graph—G
// graph created by each RSU for
mapping the available routes in the
boundary

Alternative-Routes

3 > K

// Set of alternative routes for
each vehicle

4 Threshold— «

//threshold for identifying
traffic congestion using user
mobile GPS.

5 Weight— w
//weight for social media
feeds after analysis store as
I=relevance Z2=not relevance for
identifying the cause of traffic
congestion.

6 for each(Vi € X) do
//set of vehicles representing
each edge to create a route of the
vehicle

7 route<— Vi.getRoute( );

//returns the present location
and direction of vehicle Vi in
graph.

8 Sn<— Vi.getlocation ( );

//returns the current position
of vehicle.

9 Dn< G.getLastNode(route);

//returns the shortest path
of route from source (Sn) to
destination (Dn) in graph.

10 Ar<—G.getKShortestRoute(Sn, Dn, K);

//calculate and select the path
of the vehicle from a set of
alternative routes available
in the graph (G), also assign

and concatenate routes with

vehicle (Vi)

11 Nr<Dijkstra(Ar, G);

//instance NR will store a new
route for the vehicle by
Dijkstra shortest path
distribution in the graph

of edge.

12 If (Dn!=route.getEndNode( ) then
//calculates the remaining routes
of vehicle Vi from the destination
node (Dn)
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Algorithm 4 (Continued.) Route Selection and Re-Routing

13 If (nGPS > «) then
//check the total number
of mobile GPS are more than
the threshold
14 If (w.nSMF=1) then
// check the relevance of
social media feeds to the
road condition
15 Rn< route.split(Dn);
// Split the remaining nodes
before destination node
(Dn)
16 Nr.add(Rn);
// concatenate the new route
(NR) with the remaining node
(Rn) for vehicle (Vi)

17 Vi.setRoute(Nr);
18 end if

19 end if

20  endif

21 end

For simplicity and execution weights should be normalized,
defined as Equation (6):
(0;)

max{(c})|V(c!)E Ax}

L)) = (6)
there is a number of possible routes with assigned weights
thus the proposed equation of chosen route can be denoted
by Equation (7):

R(AX)=max{a*P((c]}))|¥(6))e AX), a ~ U([0, 1])} )

where P(o) is the probability of chosen path for vehicle Vi
and variable a is the normalized weight assigned as O or 1.
(Line 14) After route selection, it is checked whether the
observed route is the end node of the route for vehicle Vi
(Line 12). If this being correct, then the route will be recal-
culated for the updated road data in the respective edge.
Moreover, mobile GPS and social media feed relevance will
be checked for the relevance of the route situation and will
split the remaining nodes before the end node. (Line 15) and
concatenate the new route NR with the remaining nodes (Rn)
for vehicle Vi. (Line 16,17).

C. SIMULATION AND EVALUATION

For CPSN-IoV real-time traffic scenario has been analyzed
that contains vehicle mobility in an urban city of Portu-
gal, where the original data set was containing instances
of 800 vehicles including 15, 434 observations. After closed
review and preprocessing, we have only included 120 vehi-
cles’ data with 412 observational instances in 2 hours, respec-
tively. The reason for selecting the 2-hours simulation is the
simplicity of network length. As defined earlier we have

33623



IEEE Access

A. Arooj et al.: CPSN-loV: Multimodal Architecture in Edge-Based Networks

Route Selection Equation
R(Ax)= max{a*P((oxt)) |V (((ox*t)€ Ax), a~u([0,1])}
Vehicle (Xi)

RSU 2

RSU (1) Vehicle (i) /
“x“\ Vehicle (ViI) /\ ; — '

A% Vehicle (v) \

L /

Destination Node /

(Dn) /

FIGURE 4. An illustration of proposed simulation-The simulation setting the proposed setup, where
the Sn and p,, are source and destination respectively and this plane of two RSUs described as two

information dissemination units in one edge.

generated nodes by using SUMO [120] with different param-
eters as, the maximum and average speed limit for each route.
By running the simulation, we have executed the following
tasks: (i) Introduce edge network to the new vehicle entering
in range. (ii) assign weight to each route depending upon the
availability of optimized path and, (iii) assign route to the
vehicle. Network parameters for the simulation are enlisted
in Table 2.

In this section, we represent simulation results of the study,
where figure 5 (a) is showing the normal behaviour of traffic
for the same source (S,) and destination (D)) using the routes
as A1 to A3 represents route 1 to route 3 respectively. The
normal behaviour of vehicles under these routes are show-
ing fluctuation depending upon different parameters as rush
hours, vehicle speed, driving behaviour, etc. Figure 5 (b)
shows the results after running the simulation algorithms and
street view of simulated results are illustrated by google maps
in figure no 6. Figure 5(c) represents the routing overhead of
simulation with respect to realistic and CPSN-IoV minimum,
maximum and mean value. The routing overhead is gradually
decreasing for specific simulation setup. Figure 5(d) illus-
trates the end to end delay of the number of packets during
simulation routing. Moreover, figure 5(e) and figure 5(f)
represent the packet delay ratio and throughput rate of trans-
mission. Importantly, we have tested different parameters for
variation as described in the previous section. The evaluation
has been analyzed for the resultant specifics such as, it has
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TABLE 2. Network parameters setting for simulation.

Parameters Values

MAC Protocol IEEE 802.11p
Transmission Range 500m

Bit rate 18Mbps
Transmission Rate 6Mbps

Vehicle Speed 15-45 m/s

Map Grid 2 x5 (2km x 2.5 km)
Number of streets 21

Number of intersection 15

Number of vehicles 120

Observation instances 412

Packet size 512 bytes
Simulation time 21600s for each test
Departure/Arrival Position = Randomly Chosen

Number of Traffic lights 20

Social Media Feeds Twitter
Network Interface OMNET++
Traffic Simulator SUMO

been noted that after rerouting, the time for route coverage
has been decreased by 20 percent approximately. Moreover,
better communication range can have better route predictions
and does not require changing paths unnecessarily. Thus,
efficient traffic will result in lesser fuel consumption, fatigue,
and proper management.i
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FIGURE 5. Simulation Results: (a) The graph shows the normal behavior of traffic for same source (s,) and destination (Dn) using the routes

as 11 to 13 (b) After implication of proposed rerouting algorithm the simulation results for the same routes (c) lllustration of routing overhead with
respect to realistic min, realistic mean and CPSN-loV min and mean (after applying algorithms) (d) End to End delay of realistic min, mean and
CPSN-loV min mean (e) The representation of packet delay ratio from 30 vehicles to 150 vehicles (f) Throughput rate of end to end transmission

from 30 vehicles to 120 vehicle.

IV. DISCUSSION

Internet of Vehicles (IoV) especially the emerging tech-
nologies for autonomous vehicles are key technologies for
improving the conventional traffic behaviour including secu-
rity, congestion and, efficiency. [oV can use cloud services for
accessing the data from V2I and V2V network components,
thus the vehicle capabilities can expand by CPSN extensions.
In this study, we have proposed the CPSN-IoV, where intel-
ligent vehicles, traffic control and management system, data
processing solutions and, cloud computation services work
together to manage the complete transportation hierarchy.
Cloud services offer assistance to vehicle and people on board
as cyberspace parallelism by using a wide range of appli-
cations. Moreover, CPSN is not only limited to intelligent
services for transportation rather people’s transportation is
also part of the concern. Because people’s data bring other
social bonding parameters and can improve the vehicle’s
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autonomy and lead to developing a solid base for the next
generation of IoV as CPSN-IoV. The human behaviour fac-
tors, experiences and learning have introduced new modelling
and analysis methods as personal assistance style, software
tools and application choices, navigational schemes, and top
searched locations etc. In future, the collective information
of cyber, social and, physical observation system can help
to reduce traffic by intelligent navigation, emergency control
and management, Intersection and traffic signals control and
many more. Optimal route selection for vehicles already
exists in literature for instance [91], [123]-[127] but these
proposed methods only have included the navigational pat-
terns from archival data of vehicles but social behaviour of
people on board or walkers didn’t contribute to identifying
the causes of congestion. In this research, we have introduced
how all components of CPSN can work together in order
to facilitate the navigation of vehicles. We have developed
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FIGURE 6. Street view of the simulated results in google map.

algorithms for getting the GPS positions, vehicle and RSU
observations and, social media feeds of people on board
and walkers as well, in closed proximity and all parameters
assisted in finding the optimal route. Drivers, passengers and
people on roads exhibit the agents in the controlled and smart
environment and have capabilities to block the roads for spe-
cific time-space, the transportation control and management
based CPSN will manage the services and hence provide
guidance for traffic avoidance. By simulation we have tested
for specific case study as described in section III of this study.
However, this is just the start of next generation of IoV where
social factor will also be included in IoV applications and
thus have opened the continuum of possibilities for instance
assistance, control and autonomous driving. Thus, there is
need for academic and market researchers to work in this
domain for more outcomes.

V. CONCLUSION AND, FUTURE WORK
In this study, we have proposed the cross-space, integrated
and multimodal architecture of CPSN-IoV and discussed the
key features to address different related aspects in order to
reduce the complexity between heterogeneous data sources.
Data processing for smart cities requires smart infrastructure
to handle massive amounts of data in real-time. Therefore,
this domain requires innovative ideas, techniques, and algo-
rithms for efficient data execution in real-time and this study
is an effort to initiate the implication of CPSN-IoV for pattern
engineering, crowdsources and, social intelligence. Combin-
ing the sensory observation with social media feeds will not
only be helpful in operational management and communica-
tion rather, but this will also enable a whole new paradigm
that can implicate citywide services and solutions. The rising
prevalence of numerical and multimodal data fusion has also
strengthened the semantic reasoning and knowledge discov-
ery to encourage social intelligence for efficient and opti-
mized decision making and resource management.
Moreover, we also have discussed some of the available
commercial solutions to integrate sensory observation with
social media feeds and have also simulated and analyzed
a trajectory dataset to strengthen our proposed study. The
proposed architecture is simulated in OMNeT++ for vehicle
mobility and dynamic traceability for routes management
with the help of sensory observation and social media feeds.
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Based on the significant findings of the study, future work is
an open domain for all collaborative research areas in order
to explore data fusion, correlation and statistical relationships
between sensory data streams, crowdsources, social media
feeds, efficient communication protocols.

V1. CHALLENGES

Considering the advantages of CPSN-IoV, it provides new
opportunities for academia, research and, industry. However,
it may include many challenges and research problems. This
section follows some of the related issues in CPSN-IoV as
hereunder:

(i) Privacy and Security: One of the most vigorous chal-
lenges is the privacy and security of the architecture because
the risk of being hacked at different levels of communication
links is a real concern of every stakeholder as the geograph-
ically distributed and unattended devices are the common
vulnerable objects for cyber-attacks [128]-[130]. Moreover,
high management cost restricts the upgrading ratio of devices
and applications using in CPSN-IoV and hacking method-
ologies are getting more advanced day by day due to bet-
ter computation devices and faster communication channels.
Therefore, there is a need for IT companies to understand
the importance of risk-free applications in order to build
confidence among all users and reduce any privacy violation
impact.

(ii) Legislation and Regularization: In CPSN-IoV, commu-
nication technologies have the required number of dynamic
ranges and characteristics of channels. It may be a com-
plicated task for the government to create regulations and
law as well, with other serious problems in the real world.
However, we cannot deny the importance of being able to
regularize all available protocols and standards for managing
V2V, V2I, and V2X connections with security, efficiency, and
reliability [118], [131], [132].

(iii) Integration and Interoperability: System integration
is also a problem due to data sharing among heteroge-
neous devices using multiscale platforms as a result, the
performance of applications in CPSN-IoV will be reduced.
Data interchange, portability and, interoperability are serious
issues thus require to scale according to the system design
and usage. Optimization of operational costs, increase in
bandwidth and range, power consumption management for
all applications are some of the open research dimensions in
CPSN-IoV [118], [24].

(iv) Data Analytics: with the gradual change in technology,
the huge amount of observation and data gathered from bil-
lions of objects e.g., sensors, actuators, mobile phones, smart
cars, etc. can paralyze the big data processing and analytical
companies. Currently, many companies are facing difficulties
in data management, storage, and analytics for existing data.
Consequently, conventional data analytics are not enough to
address the big data processing and visualization issues [133].
Thus, data reduction methodologies may require us to rebuild
statistical and, sampling methodologies and models for better
prediction and interpretation[134].
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