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ABSTRACT As great amounts of food-related information is presented in the form of heterogeneous textual
data, computer-based methods are useful to automatically extract such information. One way to do this is to
utilize Named-Entity Recognition (NER) methods that are broadly used in computer science for information
extraction. Despite the existence of numerous and well-versed NER methods in the biomedical domain,
the domain of food science still remains scarcely resourced. In this paper, we provide an overview and a
comparison of named-entity recognition methods in the food domain, which can be used for automated
extraction of food information from text. Four methods are discussed: FoodIE, NCBO (SNOMED CT),
NCBO (OntoFood), and NCBO (FoodON). We compare them using a benchmark data set that consists
of 1000 manually annotated recipes initially obtained from Allrecipes, which is the largest social network
focused on food. After analysing the results from the evaluation, it is evident that FoodIE obtains very
promising results compared to the other food named-entity recognition methods taken into consideration.

INDEX TERMS Benchmarking, food information extraction, food ontology, named-entity recognition.

I. INTRODUCTION
In different food information systems, great amounts
of heterogeneous data related to food and nutrition
is collected. For example, the European Food Safety
Agency (EFSA) maintains the Comprehensive Food
Consumption Database as a source of information on
food consumption across the European Union (avail-
able at https://www.efsa.europa.eu/en/food-consumption/
comprehensive-database). To assess nutrient intakes of the
EU population, its data is matched with the food composition
data that is another type and source of food-related data [1].
Beside food consumption and food composition data that is in
the form of structured data, we need to mention unstructured
data (e.g. text, images, sound), which is also an important
source of information. For instance, the mentioned assess-
ment of nutrient intakes requires knowledge about dietary
recommendations that is based on evidence collected in peer-
reviewed papers and scientific reports. The extraction of
such evidence requires extensive work from human experts,
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which can be eased by using state-of-the-art computer tech-
niques [2]. Great efforts have already been done regarding
automated extraction of information not only from text, but
also from food images [3], food odours, etc.

Extracting food entities from textual data is a challenging
task that can be used for filling in the gaps in many practical
applications. Automatically extracting food entities as well as
all other biomedical entities (i.e. drugs, diseases, treatments,
etc.) from scientific papers can help us to follow the knowl-
edge that comes with each new publication. Additionally,
this is useful for analyzing relations that exist between these
entities. Moreover, machine learning (ML) algorithms can be
used to find some hidden (i.e. unknown) relations that exist
between food entities and disease entities. This is especially
important for food allergy studies. Additionally, automated
extraction of food information can be used to fill in missing
values that appear in food-related databases (e.g., food com-
position databases). Another interesting application is where
information extraction is used to extract food entities from
dietary records for individuals (i.e. written as free-form text),
and then map them on a nutrient level. This information can
be combined and used by recommender systems.
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In this paper, we focus on the task known as information
extraction (IE) from food-related text (i.e. publicly published
recipes).

For this reason, we provide a survey of the available food-
named entity recognition methods as well as compare their
performances in order to see which one provides the most
promising results. The comparison is made using a data set
of 1,000 recipes that were extracted from Allrecipes [4],
which is the largest food-focused social network, where
everyone plays a part in helping chefs and cooking enthusiasts
discover and share home cooking.

II. RELATED WORK
In this section, different methods and resources that can be
used for food information extraction are presented. We start
by providing an overview of available food ontologies, fol-
lowed by an overview of different named-entity recognition
methods (NERs) that can be used for information extraction
from food-related data.

A. INFORMATION EXTRACTION
Nowadays, computer-basedmethods are extremely important
for automated extraction of food information from unstruc-
tured textual data. The goal of this is to follow the rapidly
increasing knowledge in the food domain which is presented
in published scientific papers. These methods are based on
natural language processing (NLP) [5] and machine learning
(ML) [6]. NLP is a sub-field of computer science and artificial
intelligence that is concerned with the interactions between
computers and natural human languages, whileML is focused
on learning statistical methods based on a sample data set
known as ‘‘training data’’ in order to make predictions, clas-
sifications, or decisions.

Natural language texts carry textual information in the
form of unstructured data, meaning that it has no predefined
data model. This means that the information and relations
that the data represents are not explicitly stated or formatted.
Workingwith textual data is a difficult task because of its vari-
ability - the same entities can be mentioned in various ways
regarding the differences in how people express themselves
and use diverse writing styles.

Information Extraction (IE) is the task of automatically
extracting information from unstructured data and, in most
cases, is concerned with the processing of natural language
texts [7], [8]. The goal of IE is to provide a structured rep-
resentation of the extracted information captured from the
analyzed text.

The information to be extracted is contained within the
texts themselves. It consists of predefined entities of interest,
as well as relationships between the entities that are typical
for some domain. For example, users may be interested in
extracting information about food entities, nutrient entities,
quantity/unit entities, population groups, together with the
relations between them. Let us assume that we have the
dietary recommendation ‘‘Babies need about 10g protein a
day’’. Using an IE method, the extracted information should

be ‘‘Babies’’ as a population group, ‘‘protein’’ as a nutrient
entity, ‘‘10g a day’’ as a quantity/unit entity, and ‘‘need’’ as
the relation between the population group and the nutrient
entity.

One well known IE task is named-entity recognition
(NER), which addresses the problem of identification and
classification of predefined concepts in a given domain [9].
It aims to identify words or phrases from the text and then
label them into predefined classes (labels) that describe con-
cepts of interest in a given domain.

To illustrate NER, more specifically NER in the food
domain with a concrete example, let us consider the following
example sentence:
‘‘Pour the egg mixture over the Cheddar cheese-covered

hash browns in the skillet. Sprinkle bacon and sausage pieces
on top.’’

For the example sentence, a NER method designed to
extract concepts in the food domain would ideally produce
the output set: [egg mixture, Cheddar cheese-covered hash
browns, bacon, sausage pieces].
Various NER methods exist: terminology-driven, rule-

based, corpus-based, methods based on active learning
(AL), and methods based on deep neural networks (DNNs).
An overview of these types of NER methods is presented
in Table 1. Additionally, hybrid approaches for named-entity
recognition from unstructured textual data exist. One such
example can be found in [10], where the authors present a
NER method composed of rule-based deep learning as well
as clustering-based approaches.

In recent years, numerous NER methods have been
developed for the biomedical domain [25]–[27], which are
available together with comparison studies on different
benchmark data sets [28]–[30]. For example, QuickUMLS
is a fast unsupervised technique for medical concept
extraction [31]. Clinical Named Entity Recognition system
(CliNER) is a named entity recognition method that can be
used for extracting clinical entities from electronic health
records [25]. However, to the best of our knowledge, there are
very few food-named entity recognitionmethods and no com-
prehensive comparative studies between them. It is important
to mention that it is very challenging to transfer any existing
NER method to a different domain. This is the case because
many of them are trained on data from a specific domain (i.e.
in the case of corpus-based NERs), or they are based on rules
that are crucial for one domain, but not important to other
domains.

B. FOOD ONTOLOGIES
An ontology is a formal, explicit specification of a shared
conceptualization [32]. They represent data models which
define formal data representations, concepts of interest, cat-
egories, properties and relations. Domain specific ontologies
are especially useful as they provide a formal, standardized
data model of the domain. Moreover, these standardized data
models enable easy extensions and updates of the data repre-
sented in the ontologies.
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TABLE 1. Overview of different types of NER methods.

In the food domain, few ontologies have been constructed,
with the difference between them being that they are con-
structed for different application scenarios. Also, it is possible
for food instances which exist in one ontology to not exist in
others. For example, ‘‘apple’’ can be a part of one ontology,
but not part of another ontology. Moreover, the relations
between the concepts that exist in different ontologies can
be different. Some of them may consist of relations between
food and disease concepts, others may consist of relations
between recipes and ingredients, and so on. For this paper,
we selected the food ontologies that are available in the
BioPortal. They are presented in Table 2 in addition to some
other food ontologies.

A detailed review of the food ontologies and resources has
been provided by [37].

C. FOOD NAMED-ENTITY RECOGNITION
The UCREL Semantic Analysis System (USAS) [36] is
a system for automatic semantic analysis of text. Out of
the 21 high level categories it consists of, of particular
interest in our case is the category ‘‘food and farming’’.
Furthermore, one can obtain additional semantic informa-
tion about the concept of interest. However, one signifi-
cant drawback is that USAS only works on a word level.
As an example consider a food concept represented, in some
free-form text, by two words - ‘‘cooked beef’’. The goal
here is to extract and annotate this food concept. In this
case, the USAS system would extract and annotated both
words from the food concept representation as separate con-
cepts, i.e. one concept would be ‘‘cooked’’, and the other
‘‘beef’’. This does not adequately represent the food concept
at hand, as both tokens are semantically represent one food
concept.

The NCBO [38] annotator is a web framework that extracts
and annotates food concepts from free-form text provided by
the user. The domain of the concepts and the performance
of the annotator depend on the ontology that chosen to be used
in the background. Accordingly, it is able to extract and anno-
tate only the concepts that are present in the ontology. For this
reason, any combination of NCBO and an ontology can be
assumed as a different NER method. Its annotation workflow
is centered around a highly efficient syntactic concept recog-
nition engine and a set of semantic expansion algorithms. The
NCBO annotator is available within the BioPortal software
services and is able to use ontologies that are available there
as well [39].

DrNER [2] is a rule-based named-entity recognition sys-
tem aimed at extracting information from evidence-based
dietary recommendations. Apart from nutritional informa-
tion, food concepts are also in the domain of this NER system.
However, this work was then extended into a rule-based
named-entity recognition system specifically tasked with
food information extraction. The core of this new food NER
system - FoodIE [40], consists of a rule engine. These rules
are based on computational linguistics and semantic informa-
tionwhich describe each food concept. UnlikeUSAS, FoodIE
takes into account word chunking when extracting and anno-
tating the food concepts, i.e. multiple words (tokens) can be
grouped into a single food concept. The evaluation of this
method has been performed using two independent bench-
mark data sets. The first one consists of 200 recipes extracted
from Allrecipes [4], including recipes from five categories:
Appetizers and snacks, Breakfast and Lunch, Dessert, Din-
ner, and Drinks. From each recipe category 40 recipes were
included in the first benchmark data set. The second bench-
mark data set consists of 1000 new recipes also extracted from
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TABLE 2. Main food ontologies and semantic resources.

the Allrecipes website and consists of 200 recipes from each
recipe category. After extracting the food entities, one human
expert manually selected what should be extracted while
another human expert compared the results with what was
extracted using FoodIE. The evaluation that was done using
the two different data sets showed that FoodIE’s behaviour is
consistent, as well as that it achieves very promising evalua-
tion results.

III. METHODOLOGY FOR COMPARING FOOD
NAMED-ENTITY RECOGNITION METHODS
In this section we provide an explanation of the method-
ology used for comparing food named-entity recognition
methods. First, the benchmarking data set that is used to
compare the selected methods is explained, followed by
the selected methods used for comparison. Finally, defi-
nitions of the evaluation metrics that are used to com-
pare the selected methods on the benchmarking data set
are given. The data analysis script is publicly available at
https://github.com/GorjanP/food_NER_comparison_script.

A. BENCHMARKING DATA SET
To evaluate the results of the NER methods we used the
recently published FoodBase corpus [41], which consists
of 1000 recipes annotated with food concepts. The recipes
were taken from the most popular recipe sharing social
network - Allrecipes, selecting them from five categories,
200 from each. The categories it provides are: Appetizers and
snacks, Breakfast and Lunch, Dessert, Dinner, and Drinks.
To the best of our knowledge, this corpus is one of the
first annotated corpora with food entities. It was created by
extracting the food entities by using a rule-based approach,
and then manually evaluated by two subject matter experts.
To reduce potential human bias, one subject matter expert
extracted all food entities in each recipe manually, while
the other checked if each food entity extracted manually is
in the list of the food entities extracted by the rule based
approach. After this, the False Negatives (FNs) were man-
ually added in the corpus, while the False Positives (FPs),
which were usually related to some cooking procedures

and tools, were removed, in order to create a ground truth
data set. This data set is presented in the BioC format,
which is a simple format to share text data and annotations,
with the goals of simplicity, interoperability, and broad use
and reuse [42]. The ground truth data set can be found at
http://cs.ijs.si/repository/FoodBase/foodbase.zip.

B. METHODS
With the goal of extracting food entities from each recipe, two
different approaches were used:

1) FoodIE - our recently proposed rule-based food named-
entity recognition system.

2) NCBO annotator - performed three times, each time
running on a different ontology (FoodOn, OntoFood,
SNOMED CT). As the extractions depends on the
underlying ontology that is used in conjunctionwith the
NCBO annotator, every run is considered as a different
NER method.

This resulted in a total of four sets of NER methods
which are the compared: FoodIE, NCBO (FoodOn), NCBO
(OntoFood), and NCBO (SNOMEDCT). Before we compare
the evaluation results of the NER methods, we are going
to explain the methodology behind FoodIE and the NCBO
annotator in more detail.

FoodIE is a rule-based food NER, which is based on
computational linguistics and rules that incorporate semantic
information. It primarily consists of four steps. The first step
performs pre-processing of the unstructured text, by remov-
ing non-standard characters, removing excess white spaces,
as well as performing ASCII transliteration. The second step
includes morphological analysis by combining the results of
two Part-of-Speech (POS) taggers in order to obtain more
robust tags. The next step defines the rules that use computa-
tional linguistics information as well as semantic information
from the Hansard corpus related to the food entities. This step
defines the possible phrases which can be candidates for food
entities. The final step classifies the candidate phrases as food
entities or non-food entities.

The results from FoodIE are organized in the BioC format,
the same format as the ground truth data set. The BioC format
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Listing 1. Example recipe in the BioC format, as annotated by FoodIE.

for one recipe and its annotations as processed by FoodIE
are presented in Listing 1. From it, we can see that each
recipe is presented as a document for which the category,
description (full text), and food annotations are included.
Each annotation consists of the food entity that is extracted,
the semantic tags from the Hansard corpus that are assigned
to it, and the offset that points the position from the beginning
of text where the food entity starts, as well as its length.
The offset is expressed on a token level, while the length is
expressed as the number of characters in the annotated food
entity.

The National Center for Biomedical Ontology (NCBO)
Annotator is an ontology-based web service that is used for
annotating unstructured textual data with biomedical ontol-
ogy entities. It consists of two main steps. The first step
consists of a selection of an appropriate domain dictionary.
The dictionary is constructed by aggregating all entity names
that belong to the domain of interest. The second step is the
annotator which uses Mgrep [43] to recognize the entities by
using string matching on the dictionary.

The same recipe used as an example above, represented by
a NCBO annotation, is presented in Table 3. In the table there
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TABLE 3. The same example recipe as annotated by NCBO using the SNOMED CT ontology.

are four columns. Each one provides different information
about the annotations: a semantic tag (i.e. id url), the text
that represents the food concept, and two numbers pointing
to where the annotation begins and ends. These two numbers,
referred to as from and to, are expressed in the offset in
characters. It is important to mention that in the process of
comparing the NCBO NER methods these character offsets
were converted to token offsets, as is the case in the BioC
recipe format.

To perform the evaluation, the outputs from each NER
method were compared with the annotations found in the
ground truth dataset.

C. EVALUATION METRICS
For evaluation, we used a confusion matrix, which is also
called an error matrix, that is used for visualization of the
performance of NER methods (more generally classification
methods). Each row of the matrix represents the entities in
a predicted class while each column represents the entities
in an actual class. Using it, four metrics can be defined: true
positives (TPs), true negatives (TNs), false positives (FPs),
and false negatives (FNs). For evaluation we selected three
metrics out of four: TPs, FPs, and FNs. We did not select the
true negatives (TNs). A true negative (TN) is a match where
the NER method correctly extracts a negative entity. In our
case we do not have a negative entity, we are interested only
in one class, which is the food class, so every word or phrase
that is not extracted as a food entity, and it indeed is not a food
entity, can be assumed as a TN.

Additionally, a type of match called ‘‘partial’’ is intro-
duced, as some of the food concepts that were extracted were
incomplete, but still contained some semantic information of
relevance. This category encompasses all the extracted food
entities which were caught, but missed at least one token that
belongs to that food entity.

The meanings of these evaluation metrics are:

• True Positives (TPs) - This type ofmatch occurs when all
of the tokens from the NER method are an exact match
with the same food entity in the ground truth data set (as
distinguished by the respective offsets).

• False Negatives (FNs) - This type of match occurs when
a certain annotation is not present when it indeed should
be classified as a food entity. This happens when a food
entity is not correctly extracted by the NER method.

• False Positives (FPs) - This is the inverse type of match
from FNs, i.e. this occurs when the extracted food entity
is falsely done so. This happens when something that is
not a food entity is classified as one.

• Partial - This type of match is very specific, it occurs
when only part of the whole food entity has been
extracted and annotated. If at least one token (word)
is missing or falsely superfluous, this type of match is
present.

The bigger the number of TPs, the better, while the number
of FPs and FNs should be minimized. Regarding the partial
match type, it is better to have a TPmatch than a partial match,
but partial matches are of importance if the alternative is not
to match anything at all.

To concretely illustrate these four types of matches, let us
consider the following few examples.

The True Positive (TP) type of match is quite straight-
forward; consider the following sentence: ‘‘Let the water
boil until the carrots are tender.’’ In it, we have two
food entities that should be extracted: water and carrots.
If a NER method extracts both, we would have two TP
matches.

Regarding False Negatives (FNs), some food entities
indeed occur rarely, but nevertheless carry significant infor-
mation. Consider the sentence ‘‘Substitute sugar for stevia if
desired.’’ In it, we have two food entities of interest: sugar
and stevia. However, due to the rarity of the concept stevia,
many NER methods fail to identify this as a food entity and
do not extract it from the raw text. It is apparent that such
failures to classify certain food entities can carry significant
implications, as stevia is supposed to be a safe alternative to
sugar.

An instance of the False Positive (FP) match type would
be if the NER method extracts food entities such as milk
frother or coffee mug. In both cases, the concept is related
to the food domain, but it does not represent a food entity in
and of itself. Usually, concepts that are FPs represent general
objects.

The final type of match is the partial match. These matches
can either occur when a word (token) is missing from the
extracted food entity, or when an unrelated word (token) is
included in the extracted food entity. For example, consider
the sentence: ‘‘Empty tropical fruit juice in the glass.’’ The
only food entity in this sentence is tropical fruit juice. How-
ever, if a NER method extracts fruit juice or empty tropical
fruit juice a partial match occurs. In the first case, a token
which carries important semantic information (tropical) is
missing. In the second case, a token (empty) which is not part
of the food entity is present.

Using these match types, three unique statistical evaluation
metrics were calculated. Each one is focused on a specific
aspect of performance evaluation:
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TABLE 4. Evaluation metrics (1,000 recipes).

• Precision - This evaluation metric is defined as
Precision = TP

TP+FP . Precision evaluates the fraction
of correctly extracted entities over the all the extracted
entities (including entities which should not have been
extracted as food entities)

• Recall - This evaluation metric is defined as Recall =
TP

TP+FN . Recall evaluates the fraction of the correctly
extracted entities over the total amount of ground truth
entities (as classified by a human expert).

• F1 Score - This evaluation metric is defined as
F1 Score = 2TP

2TP+FP+FN . The F1 Score is often used
as a more robust evaluation metric, as it combines both
aspects (Precision and Recall) into a more robust evalu-
ation metric.

All of these evaluation metrics are on a real scale from
0 to 1 (i.e. in the real range [0, 1]), and they should be
maximized. The bigger the value for each evaluation met-
ric, the better. Precision gives us the ratio of correctly
extracted positive entities to the total extracted positive enti-
ties. It highlights the correct positive extracted entities out
of all the positive extracted entities. High precision indi-
cates low false positive rate. The recall gives us the ratio
of correctly extracted positive entities to the actual positive
entities. It highlights the sensitivity of the algorithm i.e.
out of all the actual entities how many were caught by the
NER. When we have applications where the false negatives
are important, recall is a better measure than the precision,
while when the false negatives is less of concern, precision
is the more appropriate metric. However, if we would like to
make a general conclusion that takes both into an account,
we should use the F1 score. It is a weighted average of
the Precision and Recall, which takes both false positives
and false negatives into account. It also has some issues as
it is biased to the majority class and it does not take into
account the true negatives (TNs). However, reporting it in the
cases of one-class classification is not unreasonable, which
is the case in our NER (i.e. a single class - food). Precision,
Recall, and F1 Score are usually reported instead of accuracy,
as they offer more detailed insights about the NER that is
analyzed. Accuracy is avoided as it relies on the concept of
TrueNegatives (TNs), which is not of interest to named-entity
recognition tasks.

IV. RESULTS
The results from the calculated evaluation metrics are pre-
sented in Table 4 and on Figure 1.

It is interesting to note that not all ontologies provided
annotations for each recipes. The number of missed recipes
for each NER method is given in Table 5.

FIGURE 1. Evaluation metrics (1,000 recipes).

TABLE 5. Missed recipes for each NER method (out of 1000).

These recipes were missed due to the fact that the respec-
tive ontologies do not cover the food domainwell. This means
that if a certain recipe contains information that is not present
in a certain ontology, it will produce an empty annotation.

V. DISCUSSION
A. MATCH TYPES
The largest number of TPs is obtained by FoodIE (11,461).
The three other methods, by using the NCBO annotator
on SNOMED CT, OntoFood, and FoodOn, obtain 5,100,
2,279, and 5,725 TPs respectively. As previously discussed,
the number of TPs should be maximized.

Regarding the number of FPs, FoodIE is again the most
promising, obtaining only 258 FP instances. In contrast,
the three other methods respectively obtain 472, 378, and
1502 FPs. As mentioned in Section III-C, the number of FPs
should be minimized.

A similar situation is observed regarding FNs, where
FoodIE once again has the lowest (i.e. most preferable) num-
ber of instances. It obtains 684, while the others respec-
tively have 5327, 9026, and 4968. As mentioned in the same
section as the in the previous paragraph, the number of FNs
should be minimized. The reason for such a disparity is
due to the domain coverage of the ontologies used by the
NCBO annotator, i.e. SNOMED CT, OntoFood and FoodOn.
Specifically, this means that many of the entities that are
found in the recipes do not exist in the respective ontologies.
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In contrast to this, the semantic information that FoodIE
utilizes is more representative of the domain, and hence it has
a great advantage.

The final andmost specific type of match wemention is the
partial match type. In contrast to the previous three types of
matches, which all have a clearly defined optimization goal,
it is not clear whether the partial type of match should be
maximized or minimized. Additionally, this type of match
strongly depends on the outcome of the other three types
of matches, especially TPs and FNs. For instance, an ideal
evaluation would be if all food concepts are counted as TPs
and none as FNs. Nonetheless, if a TP type match is not made
for a food concept instance, it would be better to have it as a
partial type match rather than a FN.

B. EVALUATION METRICS
As all of the used evaluation metrics are to be ideally max-
imized, the comparison of these metrics is quite straight-
forward. For each evaluation metric, FoodIE outperforms
the remaining three NER methods. Specifically, F1 Scores
are: FoodIE (96.05%), SNOMED CT (63.75%), OntoFood
(32.62%), and FoodON (63.90%). The metric value is on a
scale from 0 to 1, we express it as percentages, as is standard.
Tt is apparent that FoodIE has quite a notable advantage over
the other three NER methods, as the absolute differences for
the F1 Score between FoodIE and the remaining three NER
methods are: 32.30%, 63.43%, and 32.15%, respectively. The
NER method with the worst evaluation metrics is NCBO
(OntoFood), which also gives us an indication that the Onto-
Food ontology does not cover the food domain adequately,
i.e., many food entities are not present in it.

VI. CONCLUSION
Evaluating four different NER methods in the food domain:
FoodIE, NCBO (SNOMED CT), NCBO (OntoFood), and
NCBO (FoodON) on a data set of 1,000 manually annotated
recipes, it is evident that FoodIE provides more promising
results for each individual evaluation metric, as well as the
best overall result.

Additionally, extracting food entities can further be linked
with entities from other domains, such as health, bioinfor-
matics, consumer and social sciences etc. This can help in
reducing knowledge gaps that inhibit public health goals as
well as the optimal development of scientific, agricultural and
industrial policies. To work towards this goal, in our future
work, we aim to upgrade the FoodIE NER method to support
the extraction of information from data relevant for all fields
of the food science (e.g. food safety, food authenticity and
traceability, food sustainability).
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