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ABSTRACT The vast amount of unstructured data spread on a daily basis rises the need for developing
effective information retrieval and extraction methods. Named Entity Recognition is a challenging classifi-
cation task for structuring data into pre-defined labels, and is even more complicated when being applied
on the Arabic language due to its special traits and complex nature. This article presents a novel Deep
Learning approach for Standard Arabic Named Entity Recognition that proved its out-performance when
being compared to previous works. The main aim of building a new model is to provide better fine-grained
results for use in the Natural Language Processing fields. In our proposed methodology we utilized transfer
learning with deep neural networks to build a Pooled-GRUmodel combined with the Multilingual Universal
Sentence Encoder. Our proposed model scored about 17% enhancement when being compared to previous
work.

INDEX TERMS Natural language processing, deep learning, transfer learning, ANER, universal sentence
encoder, Bi-LSTM.

I. INTRODUCTION
In the 1990s, Named Entity Recognition (NER) was intro-
duced for the first time as an information extraction task at
the Message Understanding Conferences [1], and since that
date, it had a great attention in the research community. The
importance of NER in the last few years has taken huge
concern due to its importance in the growing field of Nat-
ural Language Processing (NLP); for being the first step of
semantic labeling [2]. NER’s main aim is to label or classify
entities in a particular text based on pre-defined labels or tags
(e.g. person, location, or organization, etc.) [3].

A lot of work has been done in English and other
widely spread languages, such as: Spanish and Chinese with
high accuracy records. Researchers depend on three main
approaches when building NER systems, these approaches as
described in [1] as: linguistic-rule-based, machine-learning-
based, and hybrid-based approaches.

The Linguistic approach uses rule-based models that are
manually written by linguists. In this approach, a set of rules
or patterns is being defined in order to distinguish the NEs in a
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text [4]. In 1995, [5] developed rule-based NER systems that
use specialized dictionaries of names that included countries,
names of major cities,..etc. In 1996, [6] also developed a NER
rule-based system that uses several conventional entities like
persons’ names, organizations’ names, location names, and
so on. The main obstruction of the rule-based techniques is
that they require huge grammatical knowledge, in addition to
the experience in particular languages. Also, these systems
cannot be translated into other languages. This approach was
used for years before the emergence of machine learning era;
as with the rise of machine learning the first step was the
adoption of both approaches into hybrid solution [7], [8].

Machine Learning based techniques use a large amount of
annotated training data in order to gain high-level language
knowledge. ML models are built based on two types of algo-
rithms: supervised and unsupervised models. Unsupervised
NER models do not demand any training data [9]. The main
idea of such a model is to create possible annotations from
the dataset itself. This learning model is not popular within
the ML methods, due to its lack of accuracy with the absence
of supervised methods. On the other hand, Supervised mod-
els require a huge amount of annotated data to produce a
well-trained system. Some examples of the ML techniques
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being used for NER algorithms cover the artificial neural
network (ANN), Hidden Markov Model (HMM), Maximum
Entropy Model (MaxEnt), Decision Trees, Support Vector
Machine and others [9].

Deep learning is a sub field of ML; which is a com-
bination of multiple processing layers that can learn rep-
resentations of data in multiple levels of abstraction.
There are two basic architectures that are used widely to
extract textual representation(character-level or word-level):
(i) convolutional neural networks (CNN) based and
(ii) recurrent neural networks (RNN) based models [10].

In this research, we are proposing a state-of-the-art
approach for Arabic NER based on deep Learning. More
precisely, a transfer learning with deep neural network model
is implemented for this research purposes. We refer to this
model as Pooled-GRU along with Multilingual Universal
Sentence Encoder (MUSE) [11]. The proposed model is
evaluated using the Arabic NER dataset (WikiFANEGold)
presented in [12]. Evaluation results are compared to our
previous research of using a Bidirectional Long Short-Term
Memory (LSTM) with conditional random fields CRF
(BI-LSTM-CRF) [3]. Evaluation results are promising and
show that the new pooled-GRU model outperforms our
previous Bi-LSTM-CRF model with about 17% over the
F1 measure.

This article is organized as follows: section II provides a
comprehensive survey on NER for English and other lan-
guages with a focus on traditional machine learning and
deep learning research for Arabic NER. Section III describes
the methodology used in named entity recognition models,
including the dataset, and the proposed models. Whereas
section IV discusses the experimental setup and evaluation
along with results. And finally, section VI concludes this
research and provides plans for future work.

II. RELATED WORK
A. NER IN ENGLISH AND FOREIGN LANGUAGES
Works to build robust NER systems has been a vital research
area since a long time, and many models were tested and built
to obtain significant results. HMM specifies a joint proba-
bility for a pair of observations and labeled sequences [4].
And thus, the parameters are being trained to make the joint
likelihood of training sets as large as possible. Many studies
such as [13]–[15] used the HMM on different datasets and
different languages. This method has proven its advantages
over the rule-based methods, as it can hold more than one
feature for each word.

Maximum Entropy (MaxEnt) is a conditional probabilistic
sequence model that can declare multi-features of one word,
and also it is able to handle long term dependencies [4]. The
authors of [16] and [17] Proposed a MaxEnt approach for the
task of NER. Their NER system did not use local context
within a sentence only, but it also used the repetition of each
word inside the same document in order to extract useful fea-
tures (i.e. global features). In reference [16] the authors have
also built a high-performance NER system without the use of

disconnected classifiers to handle the global consistency or
complex formulation. They used less training data than other
systems, but their NER system was able to act as other state-
of-the-art NERs. The authors of [18] and [19] evaluated the
behavior of the C4.5 algorithm on the task of decision trees
learning in recognizing and classifying NEs in text.

SVM is known in the cases of solving multi-class pattern
recognition problems. SVM method is well-known because
of its good generalization performance and for its applica-
tions on pattern recognition problems. The authors of [20]
built a NER system that uses only the language-independent
features. These features were applied for their NER system on
the Indian language. They conducted experiments for finding
out the best set of features for NER in Bengali and Hindu
languages. They have generated lexical patterns from the
context by an unlabeled Bengali news corpus. And then, these
patterns were used as features of SVM.

The authors of [21] proposed a mask method by the use
of a rich feature set. Their method gained a fine result on
different NEs tasks. The experiments and results showed that
the proposed method achieved a performance as the state-
of-the-art performance in the task of biology named entity
extraction.

Reference [22] applied CNN to extract character-level rep-
resentations of words. Their method used the character rep-
resentation vector to be combined with the word embedding
together before feeding an RNN context encoder (sequence
labeling). The authors of [23] utilized a chain of convolutional
and highway layers for the aim of generating character-level
representations for words. And the final embeddings of words
were fed to a bidirectional recursive network.

The authors of [24] suggested a neural re-ranking model
for NER, as a convolutional layer along with a fixed-window-
size that was used on the top of a character embedding
layer. Reference [24] proposed ELMo, which is a word rep-
resentation that was computed on the top of two-layers of
bi-directional language models with character convolutions.
The authors of [25] used a bi-directional LSTM in order to
extract character-level representations of words.

Likewise reference reference [22], used character-level
representation to be combined with pre-trained word-level
embedding through a word lookup table. The authors of [26]
presented a neural NER model using stack-residual LSTM
with a trainable decoder. They extracted the word features
from word embeddings as well as character-level RNN.

The authors of [27] enhanced models’ ability to be able
to handle both cross-lingual and multi-task joint training in a
unified way. They utilized a deep bi-directional GRU in order
to find out important morphological representations of the
character sequence in a word. After that, the character-level
representation and word embedding are combined together
to be used in the production of the final representation for a
word. Recently, reference [28] employs a BERT model with
a (CRF) layer to extract NER of the Portuguese language.
They also compared the feature-based and fine-tuning based
strategies of training.

VOLUME 8, 2020 37737



M. Al-Smadi et al.: Transfer Learning for Arabic NER With Deep Neural Networks

B. ARABIC NAMED ENTITY RECOGNITION ANER
Arabic is a difficult language that has complex morpholog-
ical and orthographic behaviors, and this might complicate
NER tasks [29]. Despite that, there is a huge amount of
researches paying attention to the Arabic named entity recog-
nition (ANER) nowadays. Following is a summary of most
cited articles starting from early stages of traditional machine
learningANERmethods along to cover themost recent works
of deep learning methods.

1) TRADITIONAL AND MACHINE LEARNING METHODS:
The authors of [30] proposed an ANER system based on Hid-
den Markov Model (HMM). Their model used the stemming
process for addressing the inflection and ambiguity of the
Arabic language. Their system was fully automated in recog-
nizing NEs, and it was tested using a corpus developed from
many sources such as Al Hayat newspaper. An ML system
using Decision Trees was proposed in [31]. Their proposed
system can extract persons’ names, locations, types of crimes,
times and date NEs. Their dataset was gathered from online
resources, and the obtained F-measure was 81.35%.

The authors of [32] have used the CRF method to replace
the Maximum Entropy, with aims to improve their sys-
tem performance. The features they used in their system
were POS tagging, Base Phrase Chunks (BPC), gazetteers
and nationalities. They reported results with high accuracy
in the general system performance. The indicators were:
recall 72.77%, precision 86.90%, and F-measure 79.21%.
In reference [33], the authors combined two ML systems
for handling Arabic NER, pattern recognition using CRF
along with bootstrapping. The features they used included
word-level features, POS tagging, BPC, gazetteers, and mor-
phological features. Their system identified various NEs
(e.g. Person, Location, Device, Cell Phone, Organization,
Car, Date and Time).

The authors of [34] developed a model for the ANER using
neural network architecture. The system used two methods
to extract 4 types of named entity: person, organization,
location, and miscellaneous. The conducted experiment were
made to compare between the Decision Tree (DT) and Neural
Network applied on the same data. Evaluation results showed
that the neural networks achieved 92% of precision, whereas
the DT had 87% of precision.

The authors of [35] built multiple classifiers of SVM com-
bined with the CRF approach. They used ACE datasets in
their evaluation process. Their results showed that it cannot
be stated if CRF is better than SVM or not in ANER or
vice versa. They stated that each NE type was sensitive to
different features, and thus, each feature has a different role
in recognizing the NE with different degrees.

The authors of [36] investigated the impact of word rep-
resentations on the ANER systems. They presented many
approaches used in the integration of word representations
with NER. Also, they provided a comparison of commonly
used neural word embedding algorithms. The dataset used in
the evaluation was AQMAR dataset, the experiments showed

that word representation feature increased significantly for
the supervised ANER system. At the end, they concluded
that the performancewas improvedwhen combining different
approaches together.

The authors of [34] used 90% of their dataset as training
set, while keeping the remaining 10% for testing. The training
set represented the input values for the classification model of
theArtificial Neural Network (ANN). Their performed exper-
iment was about comparing the proposed ANNwith the Deci-
sion Tree (DT) approach while using the same testing set. The
results showed that the ANN approach out-performed the DT
in performance and accuracy. Where the ANN achieved 92%,
and DT obtained 87% in the precision measurement.

The authors of [37] developed RenA, a NER system to
extract NEs from news articles. They built their own corpus
for the purpose of RenA evaluation and to be utilized by other
researchers in later researches. The evaluation process was to
compare the proposed RenA system with another available
NER system in the LingPipe toolkit.

2) RECENT DEEP LEARNING METHODS:
The authors of [2] conducted an evaluation criteria that com-
pared two approaches of ANER. The first tested approach
was the traditionalML using CRFwhich was trained via mor-
phological and syntactic features. The second tested approach
was a DNN model that used the Bi-LSTM-CRF which
was trained via word-level representations. Their results
showed that the second DNN model performs better than the
CRF model with a 15% enhancement on the F1-score value.
Reference [38] used different RNN cells for NER application
(e.g. Bi-RNN, Bi-LSTM, and Bi-GRU). They applied their
methods to the ANERcorp dataset. Their observation was
that bidirectional implementations can achieve maximum
accuracy.

The authors of [39] proposed a new method in order
to detect and classify ANER. Their approach used deep
co-learning, which is based on a semi-supervised learn-
ing algorithm. For the training step, they first developed a
Wikipedia article classifier by the use of LSTM-DNN, which
was used to obtain a semi-labeled dataset for the task of
ANER. The evaluation task was conducted on three dif-
ferent ANER datasets, they also compared the results with
many state-of-the-art and of-the-shelf ANER approaches.
They concluded that their method gave significant results
that out-performed the compared approaches applied to the
different three datasets.

The authors of [40] experimented with the B-RNN com-
bined with LSTM/GRU for the ANER task, but they did
not use any feature engineering or additional preprocessing.
They found that DL approaches, particularly the LSTM,
are useful in the identification of Arabic NEs and they can
expeditiously out-perform other approaches that are based
on manually engineered features or rule-based systems. They
also concluded that the integration of the pre-trained word
embedding can qualify the system to obtain considerable
refinements in the recognition task. The quantitative results
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TABLE 1. The 8 coarse-grained classes and 50 fine-grained classes with their number of occurrences in the WikiFANEGold dataset.

showed excellent improvements in F-score measures, as they
gained a high F-score measure of about 88.01% for Bi-LSTM
and 87.12% for Bi-GRU.

The authors of [41] studied an NN model of a
multi-attention layer to extract ANEs. They used two atten-
tion units; the first is the embedding attention layer, and
the other one is the self-attention unit. They claimed that
their approach improved the performance notably, basi-
cally for the unseen words labeling. Their model achieved
91% of the F1 score using the ANERCorpus dataset,
which out-performes the existing approaches in a notable
margin.

The authors of [42] proposed CasANER system that can
recognize and annotates ANEs. The system contains two
types of transducer cascades, which are the analysis and
the synthesis which were implemented using the CasSys
tool. To go with CasANER, they made a detailed-deep ANE
categorization to create a category hierarchy. This hierarchy
depends on representative Arabic Wikipedia corpus which
contains articles that were extracted from diverse Arabic
countries. Their evaluation measurement values showed that
CasANER proved its reliability as an impact of its encourag-
ing results.

The authors of [43] proposed a character-level tagger using
a deep bi-directional LSTM architecture to extract the ANER.
They used the characters as primary representation. Their
work showed that using the character level gives good per-
formance over multi-languages, and that was without the
need for hand-engineered features or specific language from
external resources.

TABLE 2. Size of training, validation, and testing datasets.

III. RESEARCH METHODOLOGY
In this research, we proposed two different deep learning
models for ANER: 1) baseline Bi-LSTM-CRF following our
work in [3]. 2) Pooled-GRUwithMultilingual Universal Sen-
tence Encoder (USE) [11]. Both models are evaluated using
the WikiFANEGold dataset [12]. The following Sub-sections
discuss the methodology in more detail.

A. DATASET
As presented in Table 1, the WikiFANEGold consists of 8
coarse-grained classes spans over 50 fine-grained classes.
The 8 coarse-grained classes are: (1) Person (PER),
(2) Location (LOC), (3) Organization (ORG), (4) Geopo-
litical (GPE), (5) Facility (FAC), (6) Vehicle (VEH),
(7) Weapon (WEA), and (8) Product (PRO). Figure 1
depicts the distribution of ANER coarse-grained classes that
used to train and evaluate our proposed models.

In total, the dataset consists of nearly 500k tokens. 300k
tokens were used as a training dataset, and 100k tokens were
used as each validation and test datasets (see Table 2).

B. BASELINE MODEL
The baseline model is based on our previous research
Bi-LSTM-CRF [3]. As depicted in Figure 2, BI-LSTM-CRF
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FIGURE 1. The 8 coarse-grained classes distribution based on number of
occurrences in the dataset.

is implementing a Bidirectional Long Short-Term Mem-
ory (Bi-LSTM) model followed by a conditional random
filed classifier (CRF) to learn Arabic named entities. The
Bi-LSTM model can perform well when combined with a
CRF layer to improve the NER model results [3], [25], [44].

C. PROPOSED MODEL
For the sake of this research, a deep neural network model
based on transfer learning named Pooled-GRU Model with
Multilingual Universal Sentence Encoder (Pooled-GRU) is
developed to tackle the problem of Arabic named entities
extraction out of text. As depicted in Figure 3, the Pooled-
GRU model consists of six layers as follows:
1) Text embedding: is one of the main steps of any

NLP tasks, as they allow words of similar meanings
have closely similar representations. Different algo-
rithms were implemented for word-based embedding
like GloVe [45] or character-based embedding like

FastText [46]. Recently, more advanced research for
text semantics representation was introduced. Text is
represented based on a transformer attentive archi-
tecture for text contextual representations [47] such
as: semi-supervised Learning [48], ULMFit [49],
ELMo [50], Bidirectional Encoder Representations
from Transformers (BERT) model [51], and Universal
Sentence Encoder (USE) [11].
In this research, we have used a pre-trained sen-
tence (or sequence) embedding algorithm named Uni-
versal Sentence Encoder (USE). USE is a sentence
encoding model released by Google in July 2018 that
aims to provide sentence-level embedding rather than
word or character level embedding (See Figure 4).
USE model was implemented using two techniques
(i) transformer-based contextual representation of sen-
tences, and (ii) deep averaging network (DAN) [52]
for sentence to sentence similarity representation.
USE was first introduced for English [11], [53] and
then was implemented for multi-languages including
Arabic (MUSE) [54] which is used in this research.

2) Bi-Directional-GRU: in this second layer the
Bidirectional-Gated Recurrent Unit (BiGRU) [55] as
an enhanced version of a Recurrent Neural Net-
work (RNN) is used. The GRU proposes a solution of
gradient vanishing problem using two gates (reset and
update gate) with a training time relatively faster than
Long Short TermMemory (LSTM) [56] which consists
of three gates (input, output, and forget gate). The
mathematical equations for the GRU are as follows:

st = (1− ut )� st−1 + ut � s̃t (1)

where

s̃t = tanh(Wsxt + rt � (zsst−1)+ bs) (2)

ut = σ (Wuxt + zust−1 + bs) (3)

rt = σ (Wrxt + zrst−1 + bs) (4)

FIGURE 2. Proposed architecture for the Bi-LSTM-CRF model [3].
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FIGURE 3. Proposed architecture for the Pooled-GRU model.

The update gate is computed using equation ut (3),
the reset gate is computed using equation rt (4),
and the current memory content is represented using
equation s̃t (2). Ws,Wu,Wr ,Zs Zu,Zr , bs represent
the Weight matrices, xt represents the vector input to
the time-step t , st equation (1) represents the final
current exposed hidden state, and � represents the
element-wise multiplication.

3) Pooling layer: the Global Average Pooling (GAP) and
Global Max Pooling (GMP) are used in this layer to
extract the discriminative features of the input text and
retain them to the next layers of the network.

4) Concatenation layer: although its evident in research
that GAP helps the model to achieve better results than
using GMP since in the GAP loss, all the discriminative
features are averaged and retained to the next layer
of the network, whereas, in the GMP loss only the
maximum values of the features are retained to the next
layer [57]. We decided to compute both values of GAP
and GMP and concatenate them in a single vector to
keep all the possible discriminative features of the text.

5) Fully connected network: a Dense layer of 512 fully
connected neurons with Rectified Linear Unit (ReLU)
are then used to learn the discrimantive features of

FIGURE 4. Sentence similarity using USE.

the text out of the concatenation of the pooling GAP
and GMP layer. According to [58], ReLU activation
function has less computation cost (i.e. space and time)
when compared to other activation functions such as
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sigmoid as the later involve an exponential function
which is more computational expensive than the Rec-
tified Linear function. Moreover, ReLU is used to pre-
vent the vanishing gradient problem during the network
training.

6) Classification layer: a Dense layer of 512 fully con-
nected neurons with softmax activation function for
input classification. As the dataset is annotated using
the IOB framework and we have 8 coarse-grained
classes (B-Class and I-Class) and in addition to the
O-Class will lead to 17 classes for classifying an input
word.

The Pooled-GRU model is designed based on the
transfer learning architectures among deep neural
networks [59]–[62]. Transfer learning has been widely used
in image classification and computer vision [63]. However,
since the advent of transformer based deep neural networks
for text representation [47], [48], [51], [54], transfer learning
models for text learning and classification has appeared.
For instance, the USE model is designed as an independent
classifier and can be used in different natural language pro-
cessing (NLP) applications including our research problem
(i.e. NER). The USE was trained on a large multi-lingual
corpora to represent the semantic relationships among sen-
tences and phrases and then to utilize this representation
along with the transformer architecture [47], [48] to tackle
different NLP research problems. The reader is referred
to [11], [53], [54] for more details of how USE can be
applied in NLP research. For the sake of this research, and
based on the transfer learning architecture we transferred the
knowledge represented by the USE model to the upper part
of the model (Pooled-GRU) to better learn and classify the
Arabic named entities in the WikiFANEGold dataset.

IV. EXPERIMENTATION SETUP AND RESULTS
In this section, we discuss the experimentation setup and
the parameters that were used to train and evaluate the pro-
posed models discussed earlier in Section III. The following
subsections discuss the evaluation measures that were used
to evaluate the proposed models and highlight the models’
evaluation results.

A. EXPERIMENTATION SETUP
In order to evaluate the proposed deep models (i.e. Base-
line: Bi-LSTM-CRF [3] and Pooled-GRU with MUSE).
both of them were trained and evaluated using the same
train and testing datasets (See Section III-A). As presented
in Table 3 the models were trained for 25 epochs with a
learning rate of 0.1 and a patch size of 256. The RMSprop1

optimizer was used for the baseline model training whereas
the Adam2 optimizer was used for the Pooled-GRU with
MUSE one. An embedding size of 300 was used to rep-
resent the input text to the baseline model whereas an

1https://keras.io/optimizers/#rmsprop
2https://keras.io/optimizers/#adam

TABLE 3. Proposed models hyper-parameters.

embedding vector of 512 was used to represent the input text
for the Pooled-GRU with MUSE one. Finally, both models
were implemented using Keras a python-based deep learning
framework.3

Deep neural networks are usually trained with overfit-
ting especially when the training dataset is small. Although
the training dataset in our research is relatively large with
300K tokens (see Section III-A), we have used the callback
function of ‘EarlyStopping4’ fromKeras callbacks to stop the
model training when the computed validation loss value is
stopped improving. The validation loss value is computed in
each training epoch.

B. EVALUATION MEASURES
To evaluate the performance of our proposed models we
used different measures. We first measured the Accuracy,
which is a well known measure to evaluate any machine or
deep learning model. The accuracy measure can be computed
using the following equation 5:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(5)

Secondly, the Precision measure which represents the
number of entities that the model predicted correctly out
of the overall predicted entities, was used. The precision
measure can be computed using equation 6:

Precision =
TP

TP+ FP
(6)

Third, theRecallmeasure, which represents the number of
entities that the model predicted correctly out of the overall
entities in the dataset. The recall measure can be computed
using equation 7:

Recall =
TP

TP+ FN
(7)

where, TP refers to True Positives, TN refers to True Neg-
atives, FP refers to False Positives, and FN refers to False
Negatives.

Finally, F1-measure can be computed based on the preci-
sion and recall measures using equation 8:

F1 = 2 ∗
(Precision ∗ Recall)
(Precision+ Recall)

(8)

3https://keras.io/
4https://keras.io/callbacks/
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TABLE 4. The performance results of the proposed
Bi-LSTM-CRF model [3].

TABLE 5. The performance results of the proposed Pooled-GRU model.

C. RESULTS AND FINDINGS
As presented in Table 4 and based on the reported results in
our previous work [3], the baseline: Bi-LSTM-CRF model
achieved an overall F1= 73.00% for the classification of
the tree categories Person (F1 = 72.05%), Organization
(F1 = 73.11%), and Location (F1 = 74.35%).
Focusing on our proposed model (i.e. Pooled-GRUmodel)

and as presented in Table 5 the pooled-GRU model outper-
forms the Bi-LSTM-CRF model with around 17% enhance-
ment based on the F1 measure. The model was also trained
on the whole 8 coarse-grained classes instead of three classes
in comparison to the baseline model. The model achieved an
overall F1 = 90.25% and overall accuracy of 91.20%.

V. DISCUSSION
In order to show the significance of the proposed
Pooled-GRU transfer learning model for Arabic NER,
the model results are evaluated against other state-of-the-art
related work. The Pooled-GRUmodel results are compared to
our previous work Bi-LSTM-CRF [3] results. To the best of
our knowledge our previous work and this work are the only
deep learning models evaluated using the WikiFANEGold
dataset [12] used in this research. As the related work model
was evaluated using only three classes (namely person, orga-
nization, and location), we will discuss the results using only
three of them.

As presented in Table 6, the Pooled-GRU model out-
performs the Bi-LSTM-CRF model in all of the reported
three classes. More precisely, the Pooled-GRU achieved
an F1 = 80% for the Person class in comparison to
F1= 72.05% that was achieved by the Bi-LSTM-CRFmodel,
an F1 = 75% for the Organization class in comparison with
F1= 73.11% that was achieved by the Bi-LSTM-CRFmodel,
and an F1 = 75% for the Location class in comparison
with F1 = 74.35% that was achieved by the Bi-LSTM-CRF
model. Based on these results, it can be seen that the lowest

TABLE 6. The performance results of the proposed Pooled-GRU model.

TABLE 7. The performance results of the MUSE Without Pooled-GRU.

enhancement was in the class of Location, whereas the high-
est enhancement was in the class of Person. This finding can
be explained due to the dataset distribution on the classes and
their sizes. Going back to Figure 1, we can see that the Person
has the highest size among the other two with 20916 named
entities whereas the Location class has the lowest among
them with 4875 named entities.

According to [64] transfer learning can be more beneficial
for datasets with small number of labels. By comparing the
results achieved by our transfer learning Pooled-GRU model
between the case when it was trained on the threemain classes
only (see Table 6) to the results achieved on the same classes
but when it was trained on the whole coarse-grained ones
(see Table 5), it can be seen that the model performance was
enhanced with 10% for the Person class, 15% for Organiza-
tion class, and 4% for the Location class on the F1 results
when was trained on small number of classes.

The advancement in the research results can be explained
in two points:

• The capabilities of a the MUSE in learning semantic
representations among sentences and phrases. To prove
this point of view, we have used the USE alone as
a classifier for the same dataset and as presented
in Table 7, the USE alone was able to achieve an overall
F1 = 86%. By focusing on the main three classes,
the MUSE achieved an F1 = 67% for the Person class,
F1 = 46% for the Organization class, and F1= 61% for
the Location class. Although the results of theMUSE for
classifying the tree main classes (Person, Organization,
and Location) are lower than the achieved results by the
transfer learningmodel (i.e. Pooled-GRU), it can be seen
that using MUSE alone to classify some other classes
such Geopolitical one is higher than the Pooled-GRU
(F1 = 73% for MSUE vs. 69% for the Pooled-GRU).
Therefore, more work on enhancing the recall of the
Pooled-GRU model should be conducted in upcoming
research.
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• The significance of the proposed transfer learningmodel
based on the Pooled-GRU in classifying Arabic named
entities. By transferring the knowledge from the MUSE
network to the Pooled-GRU one, an enhancement of 4%
on the overall F-measure was achieved.

VI. CONCLUSION AND FUTURE WORK
In this study, we investigated the impact of the develop-
ment of a transfer learning model Pooled-GRU model over
our previous Bi-LSTM-CRF model for Arabic named entity
recognition. Both models were tested on the WikiFANEGold
dataset, and the results showed great behavior for our new
proposed model with about 17% enhancement over the
F-measure. On the other hand, proven accuracy levels where
obtained in our newly proposed models 91.20% in compari-
son to 75.73% in our previous work. Our work is significant
in results and performance when compared to the recently
developing ANER systems. Research findings go in line with
literature [64] as we shown the improved performance of the
Pooled-GRU model when transfer learning is used.
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