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ABSTRACT In this paper, we report a fully automatic method for the prediction of the treatment efficacy
of photodynamic therapy during the clinical treatment in port-wine stains. Histogram of oriented gradients
(HOG) features were extracted from optical coherence tomography images. Isolation forest (iForest) was
used to build classifier based on these features, achieving a sensitivity of 84% and specificity of 91%. Our
dataset consists of 336 PWS lesions of 121 patients. We aim to build a comprehensive computational model
for the patients who respond positively to the photodynamic therapy, which could be used to sort and identify
patients who respond poorly to photodynamic therapy before treatment and prevent them from unnecessary
treatment.

INDEX TERMS Anomaly detection, machine learning, optical coherence tomography, port-wine stain,

support vector data description.

I. INTRODUCTION

Port wine stain (PWS) is the congenital capillary dilation of
skin, which occurs in 0.3% to 0.5% of the population [1]. The
lesions are usually unilateral and about 75% to 80% occurs
in the head and neck areas [2]. Most of the PWS lesions
are benign. As the lesions do not regress spontaneously and
deepen in color with age, patients’ mental health could be
significantly impacted [3]. Traditional therapies like freez-
ing, surgical excision and tattooing are not used anymore,
because they damage the skin and leave permanent scars after
treatment [4]. Photodynamic therapy (PDT) was used to treat
PWS in 1991 by Gu et al [5]. Good treatment results were
got, as PDT can selectively destroy dilated vessels without
damage to the normal skin [4]. However, during the diagnosis
and treatment of PWS, there are still some problems. First,
the diagnosis and treatment plan heavily relies on clinical
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judgement and clinician’s experience. Second, there is no
effective way to automatically sort and identify patients who
rarely respond to the PDT before treatment, as standard PDT
therapy is time-consuming, expensive and painful.

Optical coherence tomography (OCT) is a high-resolution,
non-invasive, cross-sectional optical imaging modality first
developed by Huang et al. in 1991 [6]. OCT has been
widely used in various biomedical applications since then.
Bowden et al. apply several machine learning algorithms to
PS OCT images in detecting BCC [9]. Adabi et al. extract
features from OCT images to generating a classifier of nor-
mal skin, then to identify skin diseases [10]. Singla et al
extract quantitative features from OCT images to classify
skin burns. In our previous publications, we proved that
OCT could be a potential tool to monitor PDT treatment
efficiency [6]—[8]. In clinical practice, most patients respond
positively to PDT treatment while few patients rarely respond
to PDT treatment [25], and patients who respond positively
to PDT treatment are believed to have similarities [26].
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Our recent work suggest that extracting quantitative features
from optical coherence tomographic images could be a poten-
tially powerful method for accurately and automatically iden-
tifying PWS margins during laser therapy [30]. In this work,
we trained a classifier based on numerous features extracted
from patients who respond positively, and then the classifier
was used to identify patients who rarely respond. A total
of 121 Chinese patients with PWS lesions on the face or neck
areas participated in our research, among which 118 respond
positively and 3 respond negatively. We extracted histogram
of oriented gradients (HOG) features from OCT images.
Isolation forest (iForest) was used to build the classifier.
Sensitivity of 84% and specificity of 91% were achieved.
To the best of our knowledge, this work is the first to develop
a fully automated method to sort and identify patients who
rarely respond to PDT treatment.

Il. MATERIALS AND METHODS

A. OCT IMAGING COLLECTION

A time domain OCT systems (Beijing Newraysing Laser
Tech Co. Ltd., Beijing, China) was used in this study as
previous work described [7]. All image samples were col-
lected from the Chinese PLA General Hospital as part of the
standard-of-care treatment for PWS. The study protocol was
approved by the PLA Postgraduate Medical School ethics
board. 121 Chinese patients with PWS lesions on the face
or neck areas participated in this study. From each patient,
we collected one to seven tissue imaging samples.

B. DATASET CONSTRUCTION

The proposed algorithm followed several steps (visualized
in Fig. 1). In “image preprocessing”’, image denoising and
region of interest (ROI) selection were performed. In “Fea-
ture extraction’”’, HOG features were extracted. Classifier
based on iForest was trained on training dataset and was
tested on testing dataset.

Image preprocessing

Training * imaging denoising Feature extraction .
= * Region of interest (ROI) g * HOG features gl Train classifier

selection l
- Feature extraction - Classify
* HOG features Y

FIGURE 1. The overview of the algorithm.

Image preprocessing

Testing - * imaging denoising
dataset « Region of interest (ROI)

selection

1) IMAGING PREPROCESSING

Before feature extraction, images were preprocessed.
A median filter with size of [3 3] pixels were used to
eliminate speckle noise. Then the air-epidermis junction were
recognized by regularized shortest path extraction [8]. After
recognition, A-lines were shifted to make air-epidermis junc-
tion lay in the same level as the neighboring A-lines. Then
the region 200 pixels below the air-epidermis was chosen as
region of interest (ROI). The entire scan length of the system
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is 2.4 mm, with 400 pixels in axial direction [7]. The image
depth of human skin is less than 1 mm (about 167 pixels in
axial). Region deeper than 200 pixels along the axial direction
was background, so we chose the region 200 pixels below
the air-epidermis as ROI. The extracted surface and ROI are
shown in Fig. 2. Further feature extractions are performed on
the chosen ROL.

N e T SOV AL Yy en !
e T
i : b

(c) (d)

FIGURE 2. (a). A “normal” image after air-epidermis junction recognition;
(b). An “abnormal” image after air-epidermis junction recognition;

(c). ROI for a “normal” image after A-lines alignment; (d). ROI for an
“abnormal” image after A-lines alignment.

2) HISTOGRAMS OF ORIENTED GRADIENT DESCRIPTORS

Histograms of oriented gradients (HOG) is a wildly used
feature descriptor in object detection in computer vision
and imaging processing. HOG can successfully detect local
intensity gradients or edge directions in images. An image
is divided into small connected portions called cells, and
within each cell the number of gradient in each orientation
is counted. Concatenation of these counts are called HOG
descriptor [12]. As HOG feature descriptor can well describe
the distribution of local intensity gradients and edge direc-
tions, researchers extract HOG feature descriptor from OCT
images to train classifier in order to classify diseases automat-
ically [13], [14]. In this paper, we extracted HOG features by
using MATLAB command “‘extractHOGFeatures”. The ROI
was resized to [256 256], then divided to [8 8] cells. Each
block has [2 2] cells. Between adjacent blocks, 2 cells were
overlapped. In several scenarios, researchers build image

FIGURE 3. HOG features visualization. (a) Denoised, aligned ROl image;
(b) cropped image part in the red box of (a); (c) HOG descriptor
visualization for each block in (b).
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pyramid to extract multiple scale features [13], while image
pyramid was not applied as no accuracy improvement was
achieved in our case.

C. BUILDING THE CLASSIFIER

After features extraction, an iForest classifier was trained.
iForest is an unsupervised outlier detection method, which
detects anomalies based on the isolation properties without
distance or density measures [21]. This module works well in
scenarios where exist a lot of “normal” instances and only a
few “abnormal” instances. The “‘normal” instances are simi-
lar to one another. The “abnormal” instances are dissimilar to
one another and to the ““‘normal” instances as ‘‘abnormality”
may be caused by various reasons. In these scenarios, most
multi-class classification methods may not work well. In our
case, iForest classifier is trained on ‘“normal’ instances to
detect “abnormal” instances. After training, iForest can cap-
ture characteristics of “normal” instances, and distinguish
“abnormal” instances as they have different characteristics.
In our case, samples from patients who received PDT treat-
ment for the first or second time with more than 20% color
fades were treated as ‘“‘normal” data. Samples from patient
who received PDT treatment for above 10 times with no
color fades were treated as ‘““abnormal” data. Throughout
our research project, patients do not fall into these two
groups were not participated in our study. In clinical practice
most patients were able to get more than 20% color fades
during PDT treatment, the “abnormal” samples were very
few [25]. Our data agree well with the clinical practice as
“normal” data contains 118 patients with 324 image samples
and ‘““‘abnormal” data contains only 3 patients with 12 image
samples.

Ill. RESULTS

In our dataset, there are 17640 HOG features. If all fea-
tures are used for classifier training, a lot of time will be
consumed. Principal component analysis (PCA) was used
to reduce the feature scale. PCA is a statistical method that
converts a large scale of variables to a smaller set of linearly
uncorrelated variables called principal components [22]. All
principal components are orthogonal to each other. The vari-
ance decrease progressively from the first to the last principal
component [27]. A new set of variables were generated.
Each new variable called principal component is a linear
combination of the original variables and all new variables
were orthogonal to each other. The first 323 variables were
used as our new features. After PCA, the HOG features
scale was reduced to 323. The number of major principal
components was selected empirically.

After PCA, 323 features were used to train an iForest
classifier. We used ten-fold-cross-validation to evaluate the
accuracy. We randomly divided ““normal’ instances into ten
subsets. Ten training iterations were performed. At each iter-
ation, all “abnormal” instances together with one “‘normal”
subset were used as testing set and the remaining nine “‘nor-
mal” subsets were used as training set. Anomaly detection by
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iForest included two stages: training and evaluation. In the
training stage, 64 iTrees were constructed by recursively
partitioning a subset from training set until all instances were
isolated. For each iTree, a subset of 64 instances randomly
selected without replacement from original training set were
used for training. After training, an anomaly score was
calculated for each training sample by equation (2). The
value of anomaly score varies between 0 and 1. The higher
the anomaly score, the more likely the instance would be
an abnormal instance. All instances in the training set were
ranked in descending order of anomaly scores. The anomaly
score of the top 20% instance was used as threshold. If an
instance had score higher than the threshold, the instance
would be treated as “abnormal” instance. If an instance had
score equal to or lower than the threshold, the instance would
be treated as ‘‘normal instance”. In our case, the threshold
was chosen in order to get higher sensitivity value with
specificity of 80% at least. On the training set, 80% of the
instances were treated as ‘“‘normal’’, and 20% of the instances
were treated as “abnormal”. The anomaly score was defined
as follows [21]:

2@—1
- -2 o
n
cl@) =11 forg=2 D
0 otherwise
_ E(h@x)
score (x, ) =2 <@ )

where ¢ is the subsampling size. H(i) is the harmonic number
and can be estimated by In(i) + 0.5772156649. h(x) is a single
path length from an iTree. c(p) is the average of h(x) given ¢.
E(h(x)) is the average of h(x) from a collection of iTrees. The
anomaly score of a particular instance can be calculated by
equation (2).

Three parameters were calculated to evaluate our classi-
fier: 1) accuracy, 2) sensitivity, 3) specificity. True positive
(TP) is the number that “abnormal” patients classified as
“abnormal”. False positive (FP) is the number that “nor-
mal” patients classified as ““abnormal’’. True negative is the
number that “normal” patients classified as “‘normal”. False
negative is the number that “abnormal” patients classified
as “normal”. Sensitivity (also called the recall) measures
the rate that true positive are correctly classified as positive.
Specificity measures the rate that true negative are correctly
classified as negative. Accuracy measures the rate that sam-
ples are correctly classified. These parameters can be calcu-
lated by following equations:

TP
sensitiVity = m—m (3)
TN
specificity = IN +FP 4)
TP + TN
accuracy = 5)

TP+ FP+ TN + FN

Table 1 summarized the average accuracy, sensitivity and
specificity on the testing set of ten iterations. The accuracy
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TABLE 1. Summary of average accuracy, sensitivity and specificity.

Accuracy Sensitivity Specificity
iForest 86% 91% 84%
SVDD 72% 8% 96%

of 86%, sensitivity of 91%, and specificity of 84% were
achieved. The specificity of 84% on the testing set agree
well with the specificity of 80% on training set. Sensitivity
of 91% means that eleven out of the twelve ‘“abnormal”
instances were detected correctly by iForest classifier. The
accuracy and sensitivity of detection are high, which means
our classifier can be used to identify patients who rarely
respond to the PDT before treatment.

The iForest results were compared with Support vector
Data description (SVDD). Because of the data distribution
in our case, the anomaly detection methods other than clas-
sification methods or regression methods are suitable for
comparison. SVDD is anomaly detection method inspired
by the Support Vector Classifier and has been used in a
variety of applications. It obtains a closed boundary around
a dataset and can be used to detect outliers from the dataset.
In many instances these outliers has exceptionally large or
small feature values compared to normal instances [28], [29].
SVDD solves the following optimization problem [29].

1
inR>+C ;
min R + ;5,
Subjectto | (x) —al* <R*+&, i=1,...,1,
51207 i=17"‘1l1 (6)

where, ¢ is the mapping function to a higher dimensional
space, and C is the regularization parameter specified by
user [28]. In our case, a Gaussian kernel was used. The ten-
fold-cross-validation was used to evaluate the performance as
iForest.

The iForest method built an ensemble of iTrees for a
given dataset. Anomalies were those instances that few and
different from normal instances, which called ‘“isolation”.
Anomalies had short average path lengths on the iTrees.
The SVDD method obtained a closed boundary around a
training dataset. Anomalies were those instances that outside
of the boundary. Often these anomalies show an exceptionally
large or small feature value in comparison with other training
instances [28], [29]. As a result of SVDD classification,
instances with exceptionally large or small feature values
would be detected as abnormal instances.

The results of SVDD were shown in table 1. The average
accuracy of 72%, sensitivity of 8%, and specificity of 96%
were achieved. With sensitivity of 8%, only one out of twelve
“abnormal” instances were successfully detected by SVDD.
SVDD is less accurate and much less sensitive than iForest.
We believe that the significant difference in results obtained
by these two algorithms on our dataset were caused by the
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FIGURE 4. Toy example. (a) classification results of iForest;
(b) classification results of SVDD with higher gamma; (c) classification
results of SVDD with lower gamma.

distribution of the instances: 1) the anomaly instances were
isolate from but close to the normal instances; 2) the feature
values of anomaly instances were inside the value range of
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the normal instances. A toy example was used for illustration.
The instances of the toy example were generated randomly,
following the above two distribution rules. Each instance of
the toy example had two features, feature 1 and feature 2.
As shown in Fig. 4, most of the normal instances were dis-
tributed on a thick ring, with inner radius 0.3 and outer radius
0.5. Only a few normal instances were distributed inside the
inner edge or outside the outer edge of the ring. All abnormal
instances have features neither too large nor too small and
therefore were distributed inside the inner edge of the ring.
Both iForest and SVDD were trained on the normal data and
were tested on the abnormal data. As shown in Fig. 4 (a), the
iForest algorithm was able to capture the properties of the
data distribution. Most of the normal instances and abnormal
instances were classified correctly. In our case, sensitivity
of 91% and specificity of 84% imply that the normal data
distribution is captured and the abnormal instances are iden-
tified correctly. Fig. 4 (b) and Fig. 4 (c) show the results
of SVDD with higher gamma and lower gamma, respec-
tively. With higher gamma, the SVDD is able to identify the
abnormal instances, but fail to capture the properties of the
data distribution. With lower gamma, the SVDD may capture
the properties of the data distribution, but fail to identify
the abnormal instances. In our case, the high specificity of
SVDD classifier implies that the properties of the normal data
distribution is captured, and the low sensitivity means that the
abnormal instances cannot be correctly identified.

IV. CONCLUSION AND DISCUSSION

In clinical practice, most patients respond positively to PDT
treatment while few patients rarely respond to PDT treat-
ment [25]. This work is a pilot study to fully automat-
ically sort and identify negatively responded patients for
PDT treatment in PWS patients. In this paper, HOG features
based on intensity OCT images were used. For the feature
set, a comprehensive classifier for the PWS lesions which
respond positively to the PDT treatment was build and used to
identify the patients whose lesions respond negatively to the
PDT treatment. In addition, our proposed workflow has the
potential to be generalized to build classifiers for treatments
of various disease.

The classification accuracy in this work may be further
improved for clinical usage. Firstly, the data set is not large
enough, and in the future we plan to collect more data.
Secondly, all features were extracted from intensity images,
and additional information like blood flow, polarization may
help to improve the accuracy. Thirdly, the OCT system used
in this work is a TD-OCT with lower SNR. In the future we
plan to use SS-OCT system for data collection.
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