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ABSTRACT In Cyber-Physical-Social Systems (CPSS), large-scale data are continually generated from edge
computing devices in our daily lives. These heterogeneous data collected from CPSS are urgently needed to
be processed efficiently with low power consumption. Hybrid cache based edge computing can accelerate the
computing speed for the edge devices. Hybrid cache consisting of spin-transfer torque RAM (STT-RAM)
and static RAM (SRAM) has been proposed as last level cache (LLC) for energy efficiency recently in
CPSS. However, the write operations on STT-RAM suffer from considerably higher energy consumption
as well as longer latency than SRAM, the proper allocation of data blocks has a significant effect on both
energy consumption and performance in the hybrid cache. So it is very useful to adjust the data allocation
for the asymmetric-access in hybrid cache. To enhance the performance of hybrid cache, this paper proposes
a novel statistical behavior guided block allocation (SBOA) scheme to process CPSS data. The key idea is
to estimate the cache block characteristics based on the statistical behavior of data read/write re-references.
We design a theoretical analysismodel to optimize the energy consumption and guide block allocation in both
SRAM region and STT-RAM region. Experimental results demonstrate that the proposed scheme reduces
the dynamic energy consumption by 18.5%, and reduces execution time by 7.4% on average compared to
the baseline with negligible overhead.

INDEX TERMS Statistical behavior, block allocation, non-volatile memory, hybrid cache.

I. INTRODUCTION
As the rapid development of the Internet of Things (IoT),
the cyber, physical, and social worlds are integrated together.
It is also referred as Cyber-Physical-Social Systems (CPSS)
[1]–[3]. In CPSS, large-scale data are generated everyday
from the edge computing devices, thus edge computing meth-
ods become more attractive and can improve performance
for edge devices. The demand of edge computing with high
efficiency and low power consumption are increasing in our
living environments [4]–[6].

The associate editor coordinating the review of this manuscript and
approving it for publication was Francesco Piccialli.

At the same time, the Moore’s Law continues, more and
more processing cores are integrated into a single chip [7].
Thus, the demand for large last level cache (LLC) has become
increasingly important to mitigate the memory wall problem.
Traditional SRAM-based LLC encounters many challenges
such as the high leakage power and poor scalability [8]–
[10]. To address these issues, various emerging non-volatile
memory technologies have been extensively studied recently.
In particular, spin-transfer torque RAM (STT-RAM) is gain-
ing attention as a promising candidate for building caches
in the future in CPSS. Compared to SRAM, STT-RAM has
attractive features including better scalability, lower leakage
power and higher storage density [8].
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Despite of these advantages, the major obstacles to use
STT-RAM as on-chip caches are long write latency and high
write energy. To utilize the benefit of both SRAM and STT-
RAM, the hybrid cache architectures have been explored to
optimize the inefficient write operations. Many architectural
techniques have been proposed to design way-based [11],
region-based [12] and different levels hybrid caches [13].
Based on these designs, a set of block placement and migra-
tion policies are used to map write-intensive blocks from
STT-RAM to SRAM [14]–[21]. Since the cost of write oper-
ations with SRAM is much smaller than STT-RAM, these
polices help to reduce the number of write operations in STT-
RAM and thereby improving the write performance as well
as reducing the write energy.

Previous works [14]–[22] improve the cache efficiency
from various perspectives. However, it is not sufficient to
identify write-intensive blocks only based on the access
types (core, prefetch and demand-write [14], read/write
[15]). Some approaches incur frequent block migrations
which cause migration overheads [12], [16], [17]. Some
compilation techniques require the compiler to provide
static hints [18]–[20], which are impractical in some cases.
Recent work proposes a trace-based prediction hybrid cache
to predict write burst blocks dynamically [21], but this
design brings significant overhead that can not be ignored.
Kim et al. [22] proposed a hybrid cache architecture
based on reuse distance prediction, it is the distance from
the first reference to the last reference. However, this
approach focuses on exclusive hybrid cache, which limits its
extensive use.

Considering these issues, we observe that the cache
access behavior could be quantified with statistical data.
In this work, we propose a novel approach called Statistical
Behavior guided blOck Allocation (SBOA) scheme to pro-
cess CPSS data. SBOA classifies the cache blocks into three
types: read-only, write-only and interleaved-access. Then
we focus on the energy optimization of interleaved-access
blocks. SBOA makes the block allocation decision based on
the read/write statistical information gathered from the his-
torical data. The evaluation results show that SBOA achieves
the dynamic energy reduction by 18.5% and performance
improvement by 7.4% on average compared with the base-
line. In addition, compared with the adaptive block placement
and migration policy (APM) [14], SBOA simultaneously
reduces the dynamic energy consumption by 6.4% and exe-
cution time by 3.3% on average respectively. Specifically,
the main contributions of this paper are summarized as fol-
lows:

• We provide theoretical analysis of the energy consump-
tion in hybrid cache with data allocation.

• We propose a statistics-based SBOA scheme to improve
hybrid cache efficiency in CPSS.

• We evaluate the effectiveness of the proposed technique
and the experiments show that it improves the energy
efficiency as well as performance.

FIGURE 1. Magnetic tunnel junction structure of STT-RAM.

The rest of this paper is organized as follows. The back-
ground and preliminary study are introduced in Section II.
Section III presents the proposed approach. Section IV
describes the evaluation methodology and experimental
results. Section V discusses the related work. Finally,
Section VI concludes this paper.

II. BACKGROUND AND PRELIMINARY STUDY
This section first introduces the fundamentals of STT-RAM
and hybrid cache, then we present the preliminary study of
this work.

A. STT-RAM AND HYBRID CACHE OVERVIEW
The basic storage element in STT-RAM is magnetic tunnel
junction (MTJ). Each MTJ has two ferromagnetic layers sep-
arated by one oxide barrier layer. The resistance of each MTJ
depends on the relative magnetization directions of the two
ferromagnetic layers, thereby creating two possible states:
parallel and anti-parallel states, corresponding two resistance
states are shown in Fig. 1. A low current is enough to read
the MTJ state, while a high current is required to change the
magnetic state, which involves long write latency and high
write energy consumption [8], [17].

Compared to SRAM, STT-RAM consumes much lower
leakage power due to its non-volatility. In order to combine
the benefits of these two memory technologies, researchers
have proposed to construct a hybrid cache consisting of both
SRAM and STT-RAM [11]–[13]. Each cache set has a large
region of STT-RAM cache blocks and a small region of
SRAM cache blocks. Since the static energy of STT-RAM
is very minimal and our target is to optimize the dynamic
energy. So we do not consider the static energy consumption
in STT-RAM. The hybrid cache architecture relies on an
intelligent block allocation policy to bridge the performance
and power gaps between STT-RAM and SRAM [14].

B. PRELIMINARY STUDY
In the preliminary study, we investigate the read and write
operation behaviors of several multi-threaded workloads cho-
sen from the PARSEC benchmark suite [23]. They are
executed on gem5 simulator [24] with a two level cache
architecture. The detailed configuration can be found in
Section IV-A. A group of selected applications are shown
in Table 1. We collect the statistical data of read-only, write-
only and interleaved-access blocks. The data are obtained
when the cache blocks are evicted from the LLC. As can
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TABLE 1. Reading and writing statistics of cache blocks in LLC.

be seen from the table, different applications have differing
read andwrite behaviors. The interleaved-access blocks dom-
inate the cache accesses. Especially for ferret application,
the number of interleaved-access blocks are up to 82.5%,
which shows more potential for block allocation in the hybrid
cache.

Based on the observation above, these access behaviors
show the potential benefits for energy reduction. Perfect
allocation of all cache blocks with absolutely right predic-
tion could minimize the energy consumption. To this end,
the write-only blocks should be placed in SRAM due to
the high write energy of STT-RAM, while the read-only
blocks should be placed in STT-RAM. Reads and writes can
be distinguished to achieve better power and performance.
More importantly, the majority of interleaved-access blocks
should be carefully addressed, especially for read-intensive
andwrite-intensive cache blocks. This motivates us to explore
a suitable strategy that can effectively place the interleaved-
access blocks in the SRAM region or STT-RAM region.

III. STATISTICAL BEHAVIOR GUIDED BLOCK
ALLOCATION
In this section, we present the technical details of the pro-
posed approach. The problem definition is introduced first.
Then, we show the detailed architecture of SBOA. Finally,
we theoretically analyze the benefit of the block allocation
policy for energy consumption based on statistical behavior.

A. PROBLEM DEFINITION
The objective of this work is to reduce the cache access energy
of hybrid cache by intelligent allocating cache blocks appro-
priately. Since the static energy consumption is the basic
characteristic of the peripheral circuits, so no matter where
the cache block is stored, the static energy consumption is
the same compare to the baseline. Furthermore, the static
energy is very minimal for STT-RAMbased hybrid cache and
our target is to optimize the dynamic energy. So we do not
consider the static energy consumption. To achieve this goal,
we consider both read and write operations of each blocks in
the hybrid cache. Initially, if a blockA is loaded into SRAMof
hybrid cache, the total access energy caused by this block can
be calculated in Equation (1). The notations and definitions
of read and write operations to hybrid LLC used in this study
are listed in Table 2.

ESRAM = Nr × ESr + Nw × E
S
w + E

S
w (1)

It means that, since this block is loaded into SRAM, it has
been read Nr times and written Nw times until its eviction. ESw

TABLE 2. Definitions of the target problem.

represents the write energy of the initial allocation. Similarly,
if the block A is loaded into STT-RAM of hybrid cache,
the total access energy caused by this block will be changed
to that in Equation (2).

ESTT = Nr × ESTTr + Nw × ESTTw + ESTTw (2)

Obviously, we can reduce the access energy by allocating
this block in STT-RAM when we have ESTT < ESRAM , and
vice versa. Therefore, we can obtain the condition of the block
placement in Equation (3). This indicates that the energy cost
of this block is relatively low if the number of reads andwrites
satisfy this condition. Otherwise, the block is placed into the
SRAM region. According to this analysis, the block alloca-
tion policy has demonstrated the great potential in energy
reduction.

Nr
Nw + 1

>
ESTTw − ESw
ESr − ESTTr

(3)

Note that, it is impossible to know exactly the Nr and
Nw values of all cache blocks when they are first introduced
into the LLC. So can we predict the read and write numbers
of cache blocks ahead of time? Of course, it is possible to
get the approximate estimation of the block according to the
statistical data. Then we can use these informations to guide
the block allocation.

B. SBOA ARCHITECTURE
As shown in Fig. 2, SBOA is implemented with the sampled
sets and predictor table, which are constructed with SRAM
due to their small size. The sampled sets are in a separate
hardware called sampler. Each block in the sampler contains
a valid bit, a 16-bit tag, a 13-bit PC, and an 8-bit read/write
times field [21], [22]. The sampler keeps track of the cache
access behavior for each block with the instruction address
that has accessed the block. The instruction is based on
program counter (PC) [25]. To reduce the area and energy
overhead, we choose 1

32 of the entire sets as the sampled sets.
The predictor table records the prediction information with a
flag bit and a 13-bit PC for indexing. It has 8192-entry. This
table is used to predict whether the next access with the given
PC will be placed in SRAM (flag=0) or STT-RAM (flag=1).
Fig. 3 presents the overall flow diagram of SBOA archi-

tecture. For each access to a sampled set in the LLC, the cor-
responding PC, read/write field in the sampler are updated.
The read/write field is initialized to zero on block insertion.
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FIGURE 2. SBOA Architecture. Cache line in the sampler including V: Valid
bit, Tag: Patial tag, PC: Program counter, R: Read times and W: Write
times.

FIGURE 3. Overall flow diagram of SBOA.

When a block is evicted from the sampler, we gather the sta-
tistical information with read and write times. Subsequently,
the belonging of this block is calculated and the predic-
tion flag bit is updated in the predictor table. The detailed
update policy of this table will be discussed in the next
subsection III-C.

According to the flags with optimized energy in the pre-
dictor table, the cache controller decides the block allocation
when the LLC receives a block insertion request. It will check
the flag that is indexed by the PC from the request. If the flag
is 0, the block is loaded into SRAM. Otherwise, it is loaded
into the STT-RAM.

Note that we do not need to migrate blocks between the
SRAM region and the STT-RAM region. This is because the
migration overhead is not negligible in terms of both area and
energy. If the prediction of the block allocation is accurate
enough, there are only a few blocks that need to migrate.
Nonetheless, the energy consumption can be reduced further
with the block migration policy. To demonstrate the value of
accurate block allocation, we do not consider block migration
throughout this paper.

C. ENERGY OPTIMIZATION OF SBOA
In order to guide the block allocation, it is very important
to know the cache block access behavior when they are first
inserted into the hybrid cache. For example, if the accesses
to a cache block are dominated by the write operations in the
future, allocating this cache block in the SRAM region can
significantly reduce energy consumption. On the contrary,
this block is suitable for allocating in the STT-RAM region.

Fig. 4 shows the distribution of the cache access charac-
teristics from the statistical results. The detailed configura-
tion is introduced in Section IV-A. We collect the access

characteristics for all cache blocks and then classify them into
three types:

a) Read-only: If all the accesses to a cache block are read
operations until the bock is evicted, we regard this block as
read-only. It means Nr > 0 and Nw = 0.
b) Write-only: If all the accesses to a cache block are write

operations until the bock is evicted, we regard this block as
write-only. It means Nw > 0 and Nr = 0.
c) Interleaved-access: if the accesses to a cache block are

interleaved with read and write operations, we regard this
block as interleaved-access. It means Nr > 0 and Nw > 0.

As can be seen from the Fig. 4, the applications have
various distributions. On average(average mean, AMEAN),
there are 25.8% read-only cache blocks, 14.9% write-only
cache blocks and 59.3% interleaved-access cache blocks. The
majority of the cache access behaviors are interleaved access,
which shows the potential for the energy optimization.

We first identify the read-only or write-only block by track-
ing the block accesses until the block is evicted in the sampled
sets. If Nr (Nw) is 0 when the block is evicted, the block is
regarded as write-only (read-only) and then the prediction
flag is updated to 0 (1). The predicted read-only blocks will be
allocated in the STT-RAM region while the write-only blocks
will be allocated in the SRAM region in the future. Thus,
the energy consumption is reduced.

For the interleaved-access block, we introduce the defini-
tion of Nr and Nw probability to get the approximate estima-
tion. The probability is obtained from the statistical behavior
of the cache blocks in the sampled sets. Let XNr=i denotes the
number of data that have Nr equals to i in the sampler. Then
a Nr probability Pir is calculated in Equation (4).

Pir =
XNr=i∑
∞

k=0 XNr=k
(4)

Similarly, Let YNw=j denotes the number of data that have
Nw equals to j in the sampler. Then a Nw probability Pjw is
calculated in Equation (5).

Pjw =
YNw=j∑
∞

k=0 YNw=k
(5)

To make it more clearly, let (Nr , Nw) denotes a pair of
read/write times of a cache block. Supposing that we have
(1, 2), (2, 3), (2, 3), (4, 3) and (5, 1). Then the P2r is

2
5 and the

P3w is 3
5 .

Considering the statistical behavior of the cache block
in the sampler, if a block A is likely to be allocated in
SRAM (STT-RAM), the energy consumption is noted as
EASRAM (EASTT ). These two values are described in Equation (6)
and (7).

EASRAM = Pir × i× E
S
r + P

j
w × j× E

S
w + E

S
w (6)

EASTT = Pir × i× E
STT
r + Pjw × j× E

STT
w + ESTTw (7)

The energy consumption is reduced if the block A is placed
in STT-RAM in the future when EASTT < EASRAM . After com-
paring these two equations, we derive the condition to trigger
the block allocation in STT-RAM by statistical behavior,
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FIGURE 4. Distribution of the cache access characteristics.

as shown in Equation (8). Subsequently, the prediction flag of
this block A is updated to 1 and stored in the predictor table if
the condition is satisfied. On the contrary, the prediction flag
is updated to 0.

Pir × i

Pjw × j+ 1
>
ESTTw − ESw
ESr − ESTTr

(8)

Note that it is easy to get the left-hand value in Equation (8)
when the interleaved-access block is evicted in the sampled
sets. For example, supposing that we have five cache blocks
in the sampled sets and the corresponding read/write times
are (1, 2), (2, 3), (2, 3), (4, 3) and (5, 1). When the second
block is evicted from the sampled sets, we can calculate the
left-hand value as follows:

Pir × i

Pjw × j+ 1
=

P2r × 2
P3w × 3+ 1

=

2
5 × 2

3
5 × 3+ 1

≈ 0.29 (9)

For the right-hand value in Equation (8), we can calculate
it in Equation (10). The read/write energy in hybrid cache are
listed in Table 3.

ESTTw − ESw
ESr − ESTTr

=
0.685− 0.308
0.308− 0.216

≈ 4.1 (10)

With the comparison of Equation (9) and (10), we can learn
that this kind of block should be allocated in SRAM. Then
the PC and flag of this block are updated in the predictor
table. In the calculation process, we need to obtain read/write
pairs of each blocks in the sampled sets. Fortunately, we have
recorded these informations in the sampled sets as shown
in Figure 2.

Obviously, where to place the block is based on the benefits
of the energy reduction with the value of statistics Pir and P

j
w.

This is the reason why we call our technique as a statistics
based block allocation approach (SBOA).

IV. EVALUATION
In this section, we evaluate the effectiveness of the proposed
statistical behavior guided block allocation (SBOA) scheme.
The evaluation methodology is introduced first, and then

TABLE 3. Simulation parameters.

the corresponding experimental results, including prediction
accuracy, energy consumption, execution time and overhead,
are summarized with extensive analysis.

A. METHODOLOGY
We implement SBOA in a popular full-system simulator
gem5 [24]. Table 3 shows the parameters of the baseline
configuration. It is configured to model a four-core and two
levels of caches. The classic memory model in the gem5 is
modified to implement the way-based hybrid last-level cache.
The cache parameters are obtained from a modified CACTI
[26] and NVSim [27].

We select a set of PARSEC benchmarks [23] with simlarge
input sets to evaluate the proposed scheme. They have differ-
ent intensity of read/write operations. To obtain a reasonable
evaluation, all benchmarks are fast forwarded to the region
of interest (ROI) and then we run the benchmarks for a
maximum of two billion instructions.

To implement the proposed SBOA scheme, we add the
sampled sets and prediction table in the LLC. The allocating
block function in the cache implementation module is mod-
ified to decide where to place a cache block when the block
is inserted into the LLC. There is no initial configuration of
the predictor. We can get the read/write statistics from the
sampler after the initial running of the benchmark, and then
compute the energy and probability.
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FIGURE 5. Prediction accuracy of SBOA.

FIGURE 6. Normalized energy consumption.

To evaluate the effectiveness of the proposed scheme,
the baseline scheme is the cache accesses without opti-
mization. A modified version of adaptive placement and
migration (APM) [14] scheme and prediction hybrid cache
(PHC) scheme [21] are selected to compare with SBOA.
In APM strategy, the block placement is determined by the
access pattern of core/prefetch/demand-write. In PHC strat-
egy, the blocks are identified with hot trigger instructions.

B. PREDICTION ACCURACY
The prediction accuracy is very important for SBOA. The
energy reduction and performance improvement are maxi-
mization when all blocks are allocated correctly. However,
it is not practical for all right prediction. Any mis-prediction
will introduce extra energy consumption and performance
penalty.

In order to obtain the prediction accuracy, we keep track of
the predicted block in the LLC with a trace bit (This bit is not
needed in the real environment). When the predicted block
is evicted in the LLC, the actual allocation of this block is
calculated again. If it is equal to the trace bit, this is a correct
prediction. Otherwise, it is a mis-prediction.

As shown in Fig. 5, SBOA achieves a high prediction
accuracy by 87.1% on average. The accuracy varies among

different applications. For dedup workload, the prediction
accuracy reaches up to 98.2% compared with the baseline.
This indicates that the statistical behavior can reflect the char-
acteristics of the cache blocks with the actual enhancement of
accuracy. The majority of the cache blocks can be allocated
in the appropriate region for the energy reduction. This is the
reason why the cache efficiency is improved.

C. ENERGY CONSUMPTION
Fig. 6 shows the dynamic energy consumption of the pro-
posed scheme over the baseline scheme. The baseline scheme
is the cache accesses without optimization. As expected,
SBOA outperforms the baseline for most of the evaluated
PARSEC workloads. The energy reduction is related to the
prediction accuracy generally. With high prediction accuracy,
SBOA has more potential to place the predicted blocks in
the right region. On the contrary, the energy reduction is
relatively low. For example, the dedup workload reduces the
energy consumption by about 25.3%, while the streamcluster
workload reduces energy consumption by 7.5% with low
prediction accuracy compared with the baseline.

In summary, SBOA reduces the dynamic energy consump-
tion of LLC by 18.5%, 6.4% and 3.5% on average compared
to the baseline, APM and PHC, respectively. This can be
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FIGURE 7. Normalized energy consumption.

explained by our scheme identifies the characteristic of the
cache blocks efficiently than APM and PHC, and thus, more
cache blocks are handled in the right region of the hybrid
cache. Therefore, allocating the cache blocks intelligently is
beneficial.

Furthermore, the reason for the energy reduction is that
SBOA obeys the energy optimization goal to find out the
most potential region for the blocks according to the statistical
behavior of the cache blocks. However, APM identifies the
block access pattern only bywrite access types. This will miss
some write-intensive blocks and thereby causing less energy
reduction.

D. EXECUTION TIME
As depicted in Fig. 7, the execution time of the workloads is
normalized to the baseline. For most of the workloads, our
scheme outperforms the baseline, APM and PHC. Specif-
ically, the results of performance improvement are similar
to that of the energy reduction, but less significant. This is
because our goal is energy optimization. The total execu-
tion time is reduced by 7.4%, 4.1% and 4.9% respectively
compared with the baseline, APM and PHC. For the fre-
qmine workload, the performance is improved up to 12.7%
compared to the baseline. The dedup workload achieves
performance improvement up to 9.7%. We can see that the
performance improvement is also related to the prediction
accuracy. Because the overhead of mis-prediction is reduced
and thereby maximizing the benefits of block allocation. It is
interesting that the high prediction accuracy promotes both
energy reduction and performance improvement.

What’s more, the major contribution of this performance
improvement comes from the reduction of the write oper-
ations to the STT-RAM region, each of which takes two
times longer than that in the SRAM region. This enhancement
is induced by the energy optimization goal with intelligent
block allocation.

E. OVERHEAD OF THE PROPOSED SCHEME
The additional storage overhead introduced by the proposed
scheme contains the sampled sets and predictor table. A valid

bit, a 16-bit tag, a 13-bit PC and 8-bit read/write times coun-
ters are added to each block in the sampled sets (256 sets
out of 8192 sets in our environment). The predictor table has
1-bit prediction flag and 13 bits PC for indexing with 8192-
entry. Therefore, the total storage overhead of our technique
is only 37KB (23KB+14KB, 0.45%) in the LLC, which is
negligible.

According to the latency and power model from CACTI
[26], the sampler and predictor table are not on the critical
path of the cache accesses, and thus do not increase the cache
access latency and energy consumption. This is because the
sampler is updated in parallel with the cache accesses and
the predictor table is accessed only on the cache misses.
Therefore, the runtime overheads are also negligible.

The experimental methodology is tested on the baseline
configuration. The proposed scheme does not need to set
the parameter, so the effect of the proposed schemes is very
minimal among different configurations.

V. RELATED WORK
In this section, we briefly overview the related work about
hybrid cache.

Many researchers have explored the hybrid cache architec-
ture with various memory technologies. In most cases, it is a
combination of STT-RAM and SRAM [11]–[13], [28]. Chen
et al. [11] proposed a reconfigurable hybrid cache architec-
ture by powering on/off SRAM/NVM arrays in a way-based
manner. Wu et al. [12] proposed inter cache level and intra
cache level hybrid cache architecture with disparate memory
technologies. Zhao et al. [13] proposed a bandwidth-aware
reconfigurable hybrid cache. These works are addressed in
the architectural level to improve the hybrid cache efficiency,
while our work is orthogonal to those approaches for the
same goal.

In order to fully utilize the benefit of hybrid cache,
researchers mainly focus on the cache block allocation policy
that allocating the blocks to the SRAM region or STT-
RAM region on demand [14], [15], [29] and the cache
block migration policy to move write-intensive blocks to
the SRAM region [16], [17]. Wang et al. [14] proposed a
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block allocation and migration policy based on the access
patterns of hybrid LLC. Li et al. [15] proposed a novel
hybrid cache architecture, and they also presented the micro-
architectural mechanisms to make the hybrid cache robust
to workloads with different write patterns. Jadidi et al. [16]
proposedmigrating frequently written cache blocks to SRAM
and pushing rarely-written or read-only ones into STT-RAM.
However, frequently migrating data in the hybrid cache
incurs significant performance and energy overhead. Another
researchers used the compilation techniques to optimize the
block allocation or migration overhead for hybrid cache with
static hints [18]–[20].

The main ideas of these works are similar to our work for
that we all focus on minimizing the write operation in the
STT-RAM. Even though the main idea is similar, our work
has two contributions compared with prior works. First, to the
best of our knowledge, this is the first attempt to utilize the
theoretical analysis model for energy reduction in the hybrid
cache. The other contribution is that a statistics-based scheme
with historical data is proposed to guide block allocation yet
prior works are fuzzy.

VI. CONCLUSION
This paper proposes a novel statistical behavior guided block
allocation (SBOA) scheme to process CPSS data efficiently
with low power consumption for edge computing devices.
SBOA contains an energy-oriented theoretical analysis model
and a low cost predictor. The model identifies the cache block
characteristics from the read/write statistical behavior with
historical data, which is recorded in the sampler. Then the
predictor is used to guide the block allocation. Our simulation
results show that the proposed technique can improve energy
efficiency as well as performance with acceptable overhead
in CPSS, compared to the state-of-the-art approach. The
future work will focus on two directions. First, we will try to
improve the energy and performance for many other hybrid
caches with the theoretical analysis model. Second, we will
try to reduce the storage and runtime overheads.
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