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ABSTRACT Optimization strategies in deep learning models require different techniques for different
use cases. Besides, various phases of the model deployment life-cycle specify possible and particular
optimization strategies. In this paper, an optimized deep learning model on the edge computing environment
is proposed for image classification cases. For preparing the dataset, the image preprocessing and data
augmentationmethods are utilized to prepare the data for the training process. To accelerate the deep learning
training process, this system implemented CPU optimization and hyperparameter tuning. Tensorflow is
applied as a framework for the training model. InceptionV3, VGG16, andMobileNet are applied as topology
implemented in the deep learning training comparison. In this case, InceptionV3 was used for modeling the
deep learning applications on edge. To optimize the trained model, a Model Optimizer is used on the edge
device. It can be seen in the experiments, MobileNet was the least accurate model (85%) and the longest
time to load the model (71s). VGG16 was the most reliable (91%) and the shortest time to load the model
(50s). InceptionV3 has median accuracy (87%) and the average time to load the model (52s).

INDEX TERMS Data augmentation, CPU optimization, hyperparameter tuning, deep learning, inference
optimization, InceptionV3, VGG16, mobilenet, cloud computing, edge computing.

I. INTRODUCTION
In 2018, there are an estimated 62% of organizations using
artificial intelligence (AI) that can create significant ben-
efits for early adopters. A research [31] by McKinsey
in 2017 found that after using automation, the healthcare,
financial services, and professional services industries posted
a 3-15% higher profit margin. This phenomenon is an oppor-
tunity for the machine learning developer to provide a bet-
ter AI modelling [36]. The first step towards the success-
ful implementation of the artificial intelligence modeling
system is to design a stable, repeatable, and sustainable
development process [32]. These are only strengthened in
value for the modeling of deep learning (DL) and machine
learning (ML).

Optimization allows developers to transform this step-
by-step process into a streamlined process of prototyping.
Advanced approaches to automatic adjustment enable
developers to optimize search steps for data transforma-
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tion, design, and software hyperparameter configuration
[38], [39]. Therefore, it can significantly impact the entire
process of model development. The optimization strat-
egy can be different based on problem identification.
It empowers developers to test their modeling efforts rapidly
quickly and is designed to customize each system for best
performance [33], [34].

Edge computing is inherently a decentralized system with
intelligence in independent entities. Along with the emerg-
ing of the Internet of Things (IoT), they create oppor-
tunities for more decentralized and distributed computing
infrastructures. This phenomenon embodied a cut-through
of edge computing to complement cloud computing [17],
[18]. Edge computing offers essential services to support
this critical concept of Industry 4.0 [22], [23]. The out-
comes of the edge computing environment can support the
need in the case of inter-connectivity, higher reliability, real-
time predictive analysis, and low latency [16], [24], [25].
Specifically, the form of Artificial Intelligence (AI) in edge
computing is almost unavoidable. The use of edge computing
in the industry mostly related to visualization and automation
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[27], [28]. The need to improve and optimize the algorithms is
fundamental [29], [30].

There are three main phases of machine learning, dataset
preparation, training, and the inference process. Clean-
ing, structuring complex dataset, and data wrangling in
dataset preparation will allow a quick training process.
Also, it enhances the model accuracy in the process of
training data. In the training phase, it is essential to opti-
mize the process by selecting a framework network, fine-
tuning the model, and do hyperparameter tuning for better
model performance. During the inference process, it is essen-
tial to optimize the model for ensuring the speed and the
accuracy [37].

Object recognition technology is one of the essential appli-
cations of Computer Vision. This technology can empower
computers the ability to see things like humans, find and
locate specific objects within an image [1], [2]. Recently
applications such as video surveillance or face recognition
have been created in industries. The use of computer vision
in the sector has been a good view of the future [3]. It can be
inferred that new advances in AI will help to accelerate this
trend towards manufacturing. In this case, the essential part
of implementing a model of AI is data preparation, training,
and inference [4], [5]. Therefore, the main focus of this
paper is performance modeling and optimization for dataset
preparation, training model, and inference on the edge-cloud
computing [21].

In this paper, an optimized model of the edge comput-
ing environment for deep learning is proposed. First, for
preparing the dataset, the image preprocessing and data aug-
mentation methods are utilized to prepare the data for the
training process. Second, a Jupyter notebook server with
an IPython kernel is deployed as a machine learning server
in the cloud with security support [8]–[10]. Third, on the
edge side, a Raspberry Pi with the Intelr Neural Compute
Stick 2 (IntelrNCS 2) is developed to provide decentralized
service applications. The use case is based on the most stolen
vehicle reported in the US in 2017. The use case dataset is
generated fromVehicleMake andModel RecognitionDataset
(VMMRdb). The images consist of 6877 files of 10 fold-
ers/classes. This system implemented CPU optimization and
hyperparameter tuning to accelerate the deep learning train-
ing model. Tensorflow is used as a framework for the training
model. InceptionV3, VGG16, and MobileNet are applied as
topology used in the deep learning process. A Model Opti-
mizer (mo) is used on the edge device to optimize the trained
model. The specific objectives of this paper are listed as
follows:
• Data preprocessing and augmentation to prepare the
better dataset for machine learning training.

• Accelerating the deep learning training model with CPU
optimization and hyperparameter tuning.

• Performance comparison testing of the chosen networks,
InceptionV3, VGG16, and MobileNet.

• Deep learning inference optimization using Model
Optimizer on Raspberry 4.

FIGURE 1. The diagram of Inception V3, image source Google [35].

II. BACKGROUND REVIEW AND RELATED WORKS
In this section, several components are used as the approach-
ing methods of this work. The next subsections discuss each
element in more detail.

A. TENSORFLOW FRAMEWORK
The TensorFlow framework is based on an opensource which
supports more features, also has the supported package for
creating the models. TensorFlowwith CPU optimizations can
give up to 14x Speedup in Training and 3.2x Speedup in Infer-
ence. TensorFlow is flexible enough to support experimenta-
tion with new deep learning models/topologies and system-
level optimizations. Moreover, TensorFlow can be scaled or
deployed on different types of devices ranging from CPUs,
GPUs, and inference on small devices like mobile phones.
TensorFlow has seamless integration with CPU, GPU, and
TPU with no need for any configuration.

B. TENSORFLOW TOPOLOGY
There are several things to be considered when selecting the
topology or network, that is time to train, size, accuracy, and
inference speed. InceptionV3, VGG16, and MobileNet are
the three networks which currently supported on the edge
devices (CPU, Integrated GPU, Intelr Movidius TM Neural
Compute Stick). In this paper, the InceptionV3 was used as
the machine learning model application.

C. INCEPTIONV3
Google’s Inception V3 is the third version of the Deep Learn-
ing Architectures series [14]. Inception V3 was trained using
1000 classes from the first ImageNet Datasets and trained
with over 1 million training images while Tensorflow has
1001 classes that are not used in the original ImageNet as a
result of an optional background package. Figure 1 describes
the Inception V3 model diagram as shown below:

D. CPU OPTIMIZATION
With all the instructions provided by the target CPU [26],
CPUs, like IntelrXeon processors, will achieve optimal per-
formance when TensorFlow is built from the source. In addi-
tion to using the latest instruction sets, the IntelrMath Ker-
nel Library for Deep Neural Networks (Intelr MKL-DNN)
has been added to TensorFlow by Intel. These optimizations
are often referred to as MKL or TensorFlow with MKL.
TensorFlow with Intel MKL-DNN provides information on
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the optimization of Intelr MKL. By adjusting the thread
pools [7], the two configurations listed below are utilized to
optimize CPU performance.
• intra-op-parallelism-threads: nodes that can parallel
their execution with multiple threads will schedule the
individual pieces in this pool.

• inter-op-parallelism-threads: all ready nodes in this pool
are planned.

These configurations are set in the config attribute through
the tf. ConfigProto and passed to tf.session, as shown in the
snippet below. For both configuration options, the number of
logical CPU cores will be set by default if they are not set or
set to zero. Testing showed that the default is effective for
systems ranging from a single4-core CPU to multiple 70+
combined logical core CPUs. Setting the number of threads in
both pools equal to the number of physical cores rather than
logical cores is a common alternative optimization. To tune
performance, Intel MKL uses the following environment
variables:
• KMP-BLOCKTIME - Set the time for a thread to wait,
in milliseconds, before sleeping after completing the
execution of a parallel region.

• KMP-AFFINITY - Threads can be bound to physical
processing units by the runtime library.

• KMP-SETTINGS - Enable (true) or disable (false) for
the printing during program execution of OpenMP* run-
time library environment variables.

• OMP-NUM-THREADS - Specifies the thread number
to use.

E. HYPERPARAMETER OPTIMIZATION
The learning rate is a configurable hyperparameter applied in
the training of neural networks that has a small positive value
between 0.0 and 1.0. Generally, a high learning rate helps
the model to learn more quickly at the cost of achieving a
sub-optimal final set of weights. A lower learning rate may
allow the model to learn a more optimal or even globally
optimal weight range, but it may take a considerably longer
time to train. If the learning rate is too large, it will result in
weight updates that are too high, and themodel’s performance
(such as its loss on the training dataset) will fluctuate over the
training epochs. Therefore, it should not use too large or too
low a learning rate. However, the model must configure in
such a way that on average a good enough set of weights
to approximate the mapping problem as the training dataset
represents. The performance of the learning rate does not
depend on the size of the model. The same standards that
performed best for 1x size performed best for 10x size.

F. MODEL ANALYSIS
Next, the text-based version of different main classification
metrics is listed as follows.

• Precision: The equation of precision is:

P =
TP

TP+ FP
(1)

where P is Precision, TP is the number of true positives
and FP the number of false positives. The precision is
intuitively the ability of the classifier not to label as
positive a sample that is negative. The best value is 1,
and the worst value is 0.

• Recall: The equation of recall is:

R =
TP

TP+ FN
(2)

where R is Recall, TP is the number of true positives
and FN the number of false negatives. The recall is
intuitively the ability of the classifier to find all the
positive samples. The best value is 1, and the worst value
is 0.

• F1-Score: Compute the F1 score, also known as bal-
anced F-score or F-measure. The F1 score can be inter-
preted as a weighted average of the precision and recall,
where an F1 score reaches its best value at one and worst
score at 0. The relative contribution of precision and
recall to the F1 score are equal. The formula for the
F1 score is:

F1 =
2(precisionrecall)
(precision+ recall)

(3)

• ROC: ROC is a contrast to a true positive value (Y-axis)
of the false positive rate(x-axis) for a range of thresholds
varying from 0.0 to 1.0. The true positive rate (TPR) is
calculated as the number of true positives (TP), split by
the sum of true and false-negative (FN). It summarizes
the model’s performance when the result is positive in
forecasting the positive category [8]. The equation of
TPR is described as follows:

TPR =
TP

(TP+ FN )
(4)

The average F1 score of each class with weighting
depending on the average parameter in the multi-class
and multi-label case.

• Support: Support is the total number of classes being
used for the evaluation.

G. RELATED WORKS
Jia X. et al. [11] suggested optimizing the CNN training
method with AlexNet and ResNet-50 algorithms on the
ImageNet dataset. They have used 1024 Tesla P40 GPUs,
1024 Tesla P100, and 2048 Tesla P40 GPUs in their exper-
iments. However, they get less than 76 percent of the accu-
racy, although the learning template time is between 4 and
20 minutes.

Zhang Q. et al. [12] proposed an efficient deep learning
model based on canonical polyadic decomposition to predict
the cloud workload for the information technology industry.
By converting the weight matrices to the canonical polyadic
format, the parameters are much condensed in the proposed
model. Also, they designed an efficient learning algorithm to
train the parameters. They show in their results that the pro-
posed model achieves a higher accuracy of training efficiency
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FIGURE 2. Sensors, Edge, and Cloud (iSEC) Framework.

and prediction of the workload than state-of-the-art machine-
learning approaches.

A simple training strategy to improve the classification
performance of a DNN was presented by Caliskan et al. [13].
They used an optimization algorithm for L-BFGS. Compared
to the state-of-the-art classifiers, their classification experi-
ments show that the proposed method substantially improves
the DNN classifier training process and results in significant
improvements in the accuracy of the results of the classifica-
tion.

Li et al. [15] recommended a novel strategy for offloading
to optimize the performancez with edge computing of IoT
deep learning applications. They test the performance of
executing multiple deep learning tasks with their approach
in an edge computing environment in the performance eval-
uation. The results of the assessment show that their method
outperforms other IoT deep learning optimization solutions.

Liang et al. [14] demonstrated the screens of smart devices
tap locations that can be defined based on sensory data. The
results of the experiment show that the prediction accuracy of
tap location inference by using convolutional neural networks
can be at least 90 percent. Also, the user’s application patterns
and passwords can be inferred with high accuracy based on
the information found in the tap location.

III. SISTEM ARCHITECTURE AND IMPLEMENTATION
This system presents system architecture and implementation
of the proposed cloud edge computing environment for deep
learning.

A. iSEC
This project is part of Sensors, Edge, and Cloud (iSEC) devel-
opment. Figure 2 describes the entire of the development
framework.

B. SYSTEM ARCHITECTURE
The cloud architecture of this system is shown in Fig. 3.
In this architecture, Intel Xeon Phi Processor 7210 is used
as a hardware system. CentOS 7.4 (64 bit) is utilized as an
operating system. Jupyter Notebook is installed with IPython
Kernel to improve the performance. TensorFlow is applied as
a framework for deep learning.

On the Edge side, the Raspberry Pi is used as the system
device. Raspbian OS is applied as operating system. Python,
TensorFlow, and OpenCV are installed in Raspberry as a tool
for inference. OpenVino package is implemented as a library

FIGURE 3. Cloud System Architecture.

FIGURE 4. Edge System Architecture and Raspberry 4 device.

FIGURE 5. Optimization Development.

for optimizing the inference process. Picamera is applied to
connect with the camera module. Figure 4 describes the edge
system architecture for inference process.

C. OPTIMIZATION DEVELOPMENT
Figure 5 describes the optimization development model used
in this system. In dataset optimization, this system applied
data wrangling to handle imbalanced datasets. This system
utilized open AI software to accelerate the performance of
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FIGURE 6. Workflow Diagram.

training and inference. The Intel Distribution of OpenVINO
Toolkit facilitates model deployment for inference processing
by converting and optimizing trained models for whichever
hardware target is downstream [19], [20]. It offers support for
models trained in TensorFlow, Caffe, and MXNet on CPU,
integrated GPU, VPU (Movidius Myriad 2/Neural Compute
Stick), and FPGA. The system used the TensorFlow frame-
work to optimize deep learning libraries. The Data Analytics
Acceleration Library and Intel Python distribution are essen-
tial building blocks for machine learning. The DNN (deep
neural network) open-source libraries contain CPU optimized
functions.

D. DATA PREPARATION, TRAINING, AND INFERENCE
WORKFLOW
Figure 6 depicts the workflow diagram of this paper. There
are two steps on the cloud edge system orchestration. First,
in the training phase, the workflow starts from input data,
creates a deep learning network, and produces the output
classification. In this case, the system implemented three
networks, InceptionV3, VGG16, and MobileNet. From this
process, a trained model is produced. Second, in the inference
phase, the workflow starts from new input from the camera
and sensor, trained neural network model, and output the
classification result.

E. USE CASE DATASET
The identification of dataset is based on the hottest wheels
most stolen cars in US by year 2017 [40]. Therefore,
we choose the top ten classes in this problem to shorten
training time, as follows:

1) Honda Civic (1998): 45,062
2) Honda Accord (1997): 43,764
3) Ford F 150 (2006): 35,105
4) Chevrolet Silverado (2004): 30.056
5) Toyota Camry (2017): 17,276
6) Nissan Altima (2016): 13,358
7) Toyota Corolla (2016): 12,337
8) Dodge/Ram Pickup (2001): 12,004
9) GMC Sierra (2017): 10,865

10) Chevrolet Impala (2008): 9,487

FIGURE 7. VMMRdb dataset.

The number indicates number of stolen cars in each model
in 2017.

The cars pictures are extracted from Vehicle Make and
Model Recognition Dataset (VMMRdb) [6]. Then, we map
multiple year vehicles to the stolen car category (based on
exterior similarity) to provide more samples to work with.
In this case, ten vehicle classification was selected based on
the above problem, as follows:

1) Honda Civic (1997 − 1998)
2) Honda Accord (1996 − 1997)
3) Ford F150 (2005 − 2007)
4) Chevrolet Silverado (2003 − 2004)
5) Toyota Camry (2012 − 2014)
6) Nissan Altima (2013 − 2015)
7) Toyota Corolla (2011 − 2013)
8) Dodge Ram 1500 (1995 − 2001)
9) GMC Sierra 1500 (2007 − 2013)

10) Chevrolet Impala (2007 − 2009)
The images consist of 6877 files of 10 folders/classes

based on the selected categories. For the training purpose,
the dataset is divided into three categories of training, valida-
tion, and test using 0.7, 0.1, and 0.2 ratios, respectively. Train-
ing Data Set consists of 5098 images belonging to 10 classes.
Validation Data Set consists of 586 images belonging to
10 classes. Test Data Set consists of 1193 images belonging
to 10 classes. Figure 7 shows the sample of car dataset.

F. DATA PREPROCESSING AND AUGMENTATION
Based on the class distribution, it can be seen that certain
classes were significantly lower than the others. There is a
need to augment some of the dataset so that the dataset is more
closely distributed. By using the augmentation techniques,
the dataset can oversample minority classes in training set.
This process would not apply invalidation or test in order not
to create any bias on the data. From the data augmentation
process, it can be seen there are four classes need to augment,
toyota-camry, nissan-altima, toyota-corolla, and gmc-sierra.
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FIGURE 8. Image augmentation example.

FIGURE 9. The comparison of class distribution before and after
augmentation.

FIGURE 10. Training Steps.

Figure 8 describes an example image and showing the effects
of augmentation given a certain threshold of modification.
The next step is to apply these random augmentations to the
data.

Figure 9 shows the distribution in each class before and
after data augmentation. It can be seen from the graph that
the class distribution has been changed compared to before
the augmentation process.

G. TRAINING STEPS
Figure 10 shows the steps of the training model. The design
system chooses a TensorFlow framework in three topolo-
gies used in this system for model comparison, InceptionV3,
VGG16, and MobileNet. The training model runs on the
IPython Kernel CPU environment for better performance.
Algorithm 1 and Figure 10 show the steps of training
model.

H. INFERENCE STEPS
Algorithm 2 and Figure 11 shows the step of inference model.

I. MODEL OPTIMIZER
The redesigned Model Optimizer (MO) software is imple-
mented as a Python code to convert the TensorFlow frozen
graph into Intermediate Representation (IR) model. By using

Algorithm 1 Training Process
1: KMP− BLOCKTIME = 1
2: KMP − AFFINITY = granularity =

fine, verbose, compact, 1, 0
3: KMP− SETTINGS = 1
4: OMP− NUM − THREADS = 8
5: optimizer = optimizers
6: Adam(lr = 0.001)
7: ← generate a trained model (frozengraph)

Algorithm 2 Inference Process
1: plugin = IEPlugin(device− option)← Load Plugin
2: net = IENetwork(model−xml,weightsmodel−bin)←
Read IR/Load Network

3: input − blob, out − blob = iternet.inputs ←

Configure Input and Output
4: next(net.outputs)
5: n, c, h,w = net.inputs[input − blob].shape ←

Load Model
6: exec− net = plugin.load(network = net)
7: inputs = input − blob :

[cv2.resize(frame−, (w, h)).transpose((2, 0, 1))] ←

Prepare input
8: res = exec− net.infer(inputs)← Infer
9: res = res[out − blob]
10: top = res[0].argsort1 :][:: 1]← Process Output
11: pred − label = labels[top[0]]

FIGURE 11. Inference Steps.

FIGURE 12. Model Optimizer.

MO, it will improve performance and output. Also, using
standard layers will get faster performance without the over-
head of frameworks. In this project, there is two types of
IR model, FPS16 and FPS32. Figure 12 shows the Model
Optimizer process.
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FIGURE 13. The comparison of Confusion Matrix before and after
fine-tuning.

FIGURE 14. Classification Metrics before and after fine-tuning.

IV. EXPERIMENTAL RESULTS
This section discusses the experimental results. A confusion
matrix, a classification report, a precision, f1, recall, and
ROC graph are presented. The comparison of training and
inference performance are compared among InceptionV3,
VGG16, and MobileNet.

A. CONFUSION MATRIX
A standard graph to plot for analysis is a confusion matrix.
It will play out the valid label and the predicted label on a
diagram and color code the result accordingly. The ideal con-
fusion matrix will have a diagonal line from the top left to the
bottom right and no other color. A good pattern of diagonal
line means that each predicted value matched the true value.
The normal preview is that each class might lean toward one
or two other categories that might look similar to the right
class. Figure 13 presents the comparison of the confusion
matrix between on top layer and fine-tuning. From the confu-
sionmatrix of the InceptionV3 classifier output, it can be seen
that before fine-tuning, out of 1170 testing images, 627 are
correctly classified, and 543 are misclassified. While after
fine-tuning training, out of 1170 testing images, 1041 are
correctly classified, and 129 are misclassified.

B. CLASSIFICATION REPORT
There are different main classification metrics, such as preci-
sion, recall, F1-Score, and support, to measure the classifica-
tion model. Figure 14 shows the comparison of classification
metrics before and after fine-tuning. It can be seen that there
is an improvement in the classification metrics value before
and after fine-tune.

C. PRECISION RECALL AND ROC
The Precision-Recall of the classification model is described
in Figure 15. The micro average of Precision-Recall

FIGURE 15. Precision-recall Curve before and after fine-tuning.

FIGURE 16. ROC Curve before and after fine tuning.

FIGURE 17. The Comparison of Loss and Accuracy before fine-tuning.

Curve before fine-tuning is 0.583, while after fine-tuning
is 0.944.

The performance of a binary classifier system presented
as ROC. Figure 16 demonstrates ROC curve per class. The
micro average of the ROC curve before fine-tuning is 0.92,
and the macro average of the ROC curve is 0.93. While after
fine-tuning, both of the micro andmacro averages of the ROC
curve are 0.99.

D. COMPARISON OF INCEPTIONV3, VGG16, AND
MOBILENET
Figure 17 and 18 describes the comparison of InceptionV3,
VGG16, andMobileNet topology before and after fine-tuning
of the entire network. From the graphs, it can be seen that
there is a significant improvement in the term of loss and
accuracy.
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FIGURE 18. The Comparison of Loss and Accuracy after fine-tuning.

FIGURE 19. The Comparison of Time before and after Fine Tuning.

FIGURE 20. The Comparison of Model Size.

Figure 19 describes the comparison of the time needed
to load the model. It can be seen from the graph that the
MobileNet model consumes the highest time comparing to
InceptionV3 and VGG16. Generally, the model loading time
before and after fine-tuning has improved slightly.

Figure 20 shows the comparison of model size of
InceptionV3, VGG16, and MobileNet topology. The Incep-
tionV3 has the biggest model size, VGG16 is moderate, and

FIGURE 21. The Inference of FPS16 and FPS32 before fine-tuning.

FIGURE 22. The Inference of FPS16 and FPS32 after fine-tuning.

MobileNet is the smallest model size. Based on the experi-
ments, the model size before and after fine-tuning remains
the same.

E. INFERENCE RESULTS
This study uses Neural Compute Stick 2 (NCS2) to enhance
the performance of the Raspberry Pi 4 in processing computer
vision. In this case, this project compared the inference result
on Raspberry 4 using two kinds of IR model, FPS16 and FPS
32. Figure 21 shows the inference of FPS16 and FPS32 before
fine-tuning. It can be seen that Frame per Second (FPS) value
is eight on the FP16 model and nine on the FP32 model. The
accuracy is 86.87% on the FP16 model and 87.01% on the
FP32 model.

Figure 22 shows the inference of FPS16 and FPS32 after
fine-tuning. It can be seen that Frame per Second (FPS) value
is eight on the FP16 model and nine on the FP32 model. The
accuracy is 96.53% on the FP16 model and 96.58% on the
FP32 model.

V. CONCLUSION AND FUTURE WORKS
This paper demonstrates an optimized model of the cloud
and edge computing environment for deep learning training
and inference. The experiments conducted a deep learning
training process on the cloud and inference process on edge.
The comparisons result before and after fine-tuning were
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presented to examine the improvement in the training and
inference phase. From the experiments, all model analysis
value has been improved based on the implementation of fine-
tuning. In comparing InceptionV3, VGG16, and MobileNet,
there is a significant improvement before and after fine-
tuning in the term of loss and accuracy. In terms of time, it can
be seen from the result that the MobileNet model consumes
the highest time comparing to InceptionV3 and VGG16.
However, generally, the model loading time before and after
fine-tuning has improved slightly. In the training phase, it can
be seen that the confusion matrix, the classification report,
the precision, f1, recall, and ROC graph are improved. In the
inference phase, it can be seen that the accuracy and FPS have
been enhanced after applied the fine-tuning model on both
FP16 and FP32.

To sum up, MobileNet was the least accurate model (85%)
but had the smallest model size (17,2MB) and the longest
time to load the model (71s). VGG16 was the most accurate
(91%) with the moderate model size (61MB) and the shortest
time to load the model (50s). InceptionV3 has median accu-
racy (87%) with the most significant model size (95,8MB)
and the average time to load the model (52s).

In the future, this model performance can be applied in dif-
ferent image classification cases. The training performance
can be compared with the GPU environment. The security
issue on edge computing might be a challenge research prob-
lem. Also, find another solution for the edge side, such as
comparing with the Jetson NANO environment.
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