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ABSTRACT One challenge in applying deep learning to medical imaging is the lack of labeled data.
Although large amounts of clinical data are available, acquiring labeled image data is difficult, especially
for bone scintigraphy (i.e., 2D bone imaging) images. Bone scintigraphy images are generally noisy, and
ground-truth or gold standard information from surgical or pathological reports may not be available.
We propose a novel neural network model that can segment abnormal hotspots and classify bone cancer
metastases in the chest area in a semisupervised manner. Our proposed model, called MaligNet, is an instance
segmentation model that incorporates ladder networks to harness both labeled and unlabeled data. Unlike
deep learning segmentation models that classify each instance independently, MaligNet utilizes global
information via an additional connection from the core network. To evaluate the performance of our model,
we created a dataset for bone lesion instance segmentation using labeled and unlabeled example data from
544 and 9,280 patients, respectively. Our proposed model achieved mean precision, mean sensitivity, and
mean F1-score of 0.852, 0.856, and 0.848, respectively, and outperformed the baseline mask region-based
convolutional neural network (Mask R-CNN) by 3.92%. Further analysis showed that incorporating global
information also helps the model classify specific instances that require information from other regions.
On the metastasis classification task, our model achieves a sensitivity of 0.657 and a specificity of 0.857,
demonstrating its great potential for automated diagnosis using bone scintigraphy in clinical practice.

INDEX TERMS Bone scintigraphy, semi-supervised learning, lesion instance segmentation, deep learning.

I. INTRODUCTION

At present, 1.7 million patients are diagnosed with cancer
each year [44], and cancer is commonly detected in multiple
organs. After cancer has spread to the bones, it can rarely
be cured [29]. Therefore, bone cancer detection plays a key
role in making treatment decisions [28]. Bone scintigraphy
is a nuclear medicine procedure that uses radioactivity to
perform bone cancer imaging. Because the spread of cancer
often manifests in bones, clinicians usually request bone
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scintigraphy results before prescribing any type of treatment.
The bone scintigraphy results are then used as supporting
information for primary decision-making during screening
and for identifying the positions of any abnormal regions,
called lesions [13], [38].

However, abnormalities found in bone scans include not
only cancer but also other bone abnormalities that can be
considered benign. A malignant lesion is characterized as
a cluster of dangerous tumor cells that can lead to bone
cancer metastases [7]. To judge whether a lesion is malignant,
the nuclear medicine physician must consider criteria such as
pixel intensity (which reflects the level of radioactive uptake),
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lesion location, number of lesions, etc. In cases where lesion
categorization is difficult due to ambiguous characteristics,
the time a physician spends during diagnosis to interpret the
results may increase by up to an hour per patient. Conse-
quently, using machine learning to support this task could
help improve efficiency, resulting in better patient treatment.

The difficulties involved in applying machine learning to
medical imaging applications lie in the need for manual
labeling. Labeling bone scintigraphy data requires nuclear
medicine physicians, making the labeling task expensive
and time-consuming. Thus, it is highly likely that only a
small portion of the available data will be labeled. Further-
more, when labeling physicians are uncertain about the type
of lesion, they may label more than one class per lesion
(multilabel data), making the data labeling more complex.
The current instance segmentation methods are designed for
supervised learning and require large amounts of labeled data
for training; they cannot use unlabeled data, and poor results
may be obtained when the labeled dataset is small.

Deep learning has become the predominant model for tasks
related to medical image interpretation. Convolutional neural
networks (CNNs) are usually used in such models due to their
ability to handle spatial inputs well [40]. Our work focuses on
using both labeled and unlabeled data to improve model accu-
racy, a method often called semisupervised learning. Specif-
ically, our model uses the feature pyramid network (FPN)
architecture [35] as a basis and incorporates the autoencoder
structure used in the ladder network [41] to make use of
unlabeled data.

The lesion instance segmentation task is responsible for
dividing pixels into parts based on lesion characteristics.
There are two main approaches to segmentation tasks: seman-
tic segmentation, which aims to group pixels in a semanti-
cally meaningful way using a pixelwise classification, and
instance segmentation, which not only segments pixels into
groups but also identifies the groups as instances. Generally,
region-based approaches [16] for object detection are adopted
as the first stage in instance segmentation, in which each
region is categorized and segmented into a binary mask [22].

Normally, classifying the object types in the instance seg-
mentation task first relies on an object detection process to
identify the regions of interest (ROIs). Each object is clas-
sified independently, which might be appropriate in certain
tasks. However, for bone scintigraphy, this method cannot
be used because categorizing the type of lesion is reliant
on other lesions in the images. For example, if most of the
lesions are considered malignant, then the lesions that are
not yet classified are also likely to be malignant. We use
global features from the core network to support this line of
reasoning. The model capitalizes on global features by using
the overall composition to help determine lesion types [27].

Comprehensive experimental results show that our model
achieves a higher level of accuracy than does the baseline
model (Mask R-CNN) on lesion instance segmentation tasks.
When used for screening initial diagnosis results our model
reaches an accuracy of 74.1% in the bone cancer metastasis
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classification task, whereas the baseline model has an accu-
racy of 70.7%. We also studied the effects of including dif-
ferent amounts of labeled and unlabeled data. We find that
incorporating 14,786 images of unlabeled data has the same
effect as increasing the amount of labeled data by approxi-
mately 149 images (20.11% of the available labeled training
data).

The remainder of this article is structured as follows.
In Section II, we introduce related studies and discuss the
differences between those works and our study. In Section III,
we present the basic concepts of the model components used
in MaligNet. The procedures for chest detection and the
lesion instance segmentation model, along with the model
architecture, techniques used, and implementation details, are
described in Section IV. The dataset and evaluation metrics
are presented in Sections V-A and V-B, respectively. The per-
formance comparison results on each subtask are described
in Section VI.

Il. RELATED WORKS

There is an increasing trend of using deep neural networks for
medical image analysis. ChexNet [40] uses DenseNet [25],
a CNN variant for detecting pneumonia from chest X-rays.
RIANet [46], is an encoder-decoder that efficiently reuses
parameters to encode richer representative features for car-
diac MRI segmentation. Rather than standard translational
convolutions, three-dimensional roto-translation group con-
volutions have been applied to detect pulmonary nodules in
CT scan images to reduce false-positive errors [S0]. A com-
bination of three CNNs is used to automatically localize
anatomical ROIs of CT scan images [10].

For landmark detection to locate points of interest,
a CNN [52] was used to localize geometric landmarks on the
femur surface in 3D MRI. The SpatialConfiguration-Net [39]
model was used to localize multiple landmarks in hand
images using regression heatmaps.

Semantic segmentation has been widely applied in the
medical image field to group pixels into semantically mean-
ingful segments. For example, pixels that represent the
same tissue or lesion should be grouped into the same
segment. Micro-Net [42] and DCNet [33] used CNNs to
perform semantic segmentation on microscopy images and
multicontrast MRI, respectively. However, semantic seg-
mentation approaches have difficulties separating different
instances of the same class, which affects object counting and
classification.

To solve the problem of separating instances of the same
class, instance segmentation tasks were introduced that iden-
tify both objects and their regions and segment the pixels
within such regions. However, these methods have some
overhead during the object detection phase that occupies time
and requires more memory during training.

Compared to instance segmentation, which is rare in
medical image analysis [51], the related task of image seg-
mentation is more common. Spine-GAN [21] was developed
to perform semantic segmentation on the spinal region
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from MRIs. Fully convolutional networks (FCNs) were used
for male pelvic organ segmentation from CT scans by [49].
Reference [1] used CNNs for segmentation that had a priori
knowledge of the anatomical shapes of knee bones and car-
tilage. [18] performed gland segmentation using a modified
CNN that reintroduced the original image at multiple points
within the network to help reduce information loss caused
by max pooling. Reference [24] applied a 3D CNN to 3D
CT multiorgan medical images. Reference [30] proposed
a dual-pathway CNN for brain lesion segmentation. Ref-
erence [5] performed four-dimensional segmentation from
cardiac 4D flow MRIs.

All the aforementioned works were trained in a super-
vised manner with labeled data. ChexNet used more than
100,000 chest X-ray images with labels obtained from med-
ical records, which is a high-level classification task for
which labels can be acquired relatively easily. However, for
complex tasks such as segmentation, the number of training
data samples can be as low as a few hundred due to the
difficulty of data acquisition and labeling. One way to reduce
the effort of data annotation is to use coarser annotation
schemes. For example, [32] proposed a constrained-CNN loss
for image segmentation on the left ventricle (MRI), vertebral
body (MR-T2), and prostate (MR-T2) using segmentation
labels that did not cover the entire region.

Another popular approach is to use unlabeled training data
to improve the model, a method often called semisupervised
learning. Reference [6] provided a comprehensive overview
of semisupervised methods applied to medical image analy-
sis. Self-training uses a model previously trained on labeled
data to estimate the labels for unlabeled data. Reference [2]
proposed a self-training approach for breast lesion segmenta-
tion from MRIs. This simple approach is surprisingly effec-
tive when the initial model is sufficiently robust.

Another strategy, called graph-based methods in [6],
employs unlabeled data to learn the data distribution. Our
work falls under this category but is based on a deep learning
framework. By modifying the loss function to include an
unsupervised loss, the training process is simplified because
we treat labeled and unlabeled data almost identically.

For the task of bone scintigraphy, which is the application
domain of our work, [3], [9] used CNNs to classify hotspot
regions for prostate cancer metastases. Due to the difficulty of
acquiring labeled images, this work used only approximately
2,000 images. Reference [4] used the VGG-19 architecture to
classify benign and malignant bone lesions. Reference [13]
used a sparse autoencoder to automatically learn good fea-
tures for metastasis classification and then used multiple
instance learning (MIL) with a patch-level classifier to
perform segmentation. Later [14] proposed EM-MILBoost,
which additionally applied expectation-maximization (EM)
to MIL to achieve further performance improvements.

Reference [31] performed unsupervised lesion detection
on bone scintigraphy images using unsupervised learning
on normal images in an autoencoder-like manner instead
of using semisupervised learning. Our method uses both
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supervised and unsupervised data to train our model jointly;
this should perform better than a completely unsupervised
model in terms of detection capability. Moreover, the model
proposed by [31] can detect only lesions; it cannot perform
classification or segmentation due to the limitations of unsu-
pervised data.

Our work also differs from previous bone scintigraphy-
related works in that our goal is instance segmentation, which
means that we both classify the lesion type and segment
each lesion. While both semantic segmentation and instance
segmentation can identify the locations of lesions, when two
lesions overlap or are adjacent to each other, instance seg-
mentation can determine that the two lesions are two separate
entities. Moreover, previous works classified lesions only as
metastatic or nonmetastatic, whereas our work can classify
each lesion into finer classes, i.e., malignant, degenerative
change, post-trauma, and inflection/inflammation. This level
of classification is closer to the current clinical practice for
bone scintigraphy. In some cases, instance segmentation can
help the model better differentiate malignant from nonma-
lignant lesions. For example, if the model understands that
lesions on different ribs that form in an orderly manner into a
straight line should be classified as post-trauma, then it will
be easier for instance segmentation models than for semantic
segmentation models to consider this correlation.

IIl. BACKGROUND

Our overall system consists of two parts: a chest localization
model, which localizes the chest area, and an instance seg-
mentation model, which segments and classifies each lesion,
as shown in Figure 1. In this paper, we focus on MaligNet,
a model for lesion instance segmentation on the chest area
in bone scintigraphy that has various internal components.
We provide some background for each component and related
works.

The feature pyramid network (FPN) [35] is chosen as
the core component in MaligNet for instance segmentation,
as shown in Figure 2. We chose FPN because it was designed
to detect objects at different scales, which is the case for
lesions in a chest image. An FPN consists of two main parts:
bottom-up and top-down pathways. The bottom-up pathway
is the feedforward neural network, which can be any object
classifier. The top-down pathway, which is connected to the
bottom-up pathway through lateral connections, is designed
to build semantic feature maps at multiple scales by double
upscaling to enhance the feature maps from the bottom-up
pathway. Combining high-resolution but semantically weak
features with low-resolution but semantically strong features
via a lateral connection and top-down pathway imparts rich
semantics to all levels of the FPN.

A region proposal network (RPN) is a type of fully
convolutional network that is used in Faster R-CNN [43].
This model is part of a region-based family that includes
R-CNN [16], Fast R-CNN [15] and Mask R-CNN [22].
Region-based object detectors first identify potential regions
for objects and then classify each region into object classes.
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FIGURE 1. An overview of our model workflow. A whole-body bone scintigram (left image) is passed into the single shot multibox detector (SSD) to
detect the chest area (middle image) and then sent to the MaligNet model for lesion instance segmentation (right image).
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FIGURE 2. lllustration of the feature pyramid network (FPN). The FPN consists of a bottom-up pathway
and a top-down pathway. The bottom-up pathway is the feedforward neural network of the core. The
top-down pathway is ConvNet, which upsamples the spatially coarser high-level features combined with

low-level features through lateral connections.

The RPN is a module that generates the initial region pro-
posals. It is designed to detect objects based on the convo-
lutional feature maps from the core network. The module
predicts region proposals at various scales and aspect ratios
(see Table 9) using multiple anchor boxes. Specifically, for
each location and scaling factor on a regular grid, the RPN
outputs object region boundaries and their associated object-
less scores, which specify the likelihood that each proposed
region contains an object of interest, as shown in Figure 3.
The cost function for classifying each region proposal (R.) is
categorical cross-entropy loss, which was defined as follows:

N A
R = — }V DY 10g PG = Yua | Xua), ¢))
n=1a=1

where x is the feature map from the FPN, y is the ground
truth of the anchor box, y is the anchor box prediction, N is
the minibatch size, and A is the number of anchors per image.
For the region bounding boxes, the smoothed-L1 loss was
used as the cost function for the bounding box prediction,

as shown below:

dn,a = H b;a - bn,a “1 (2)
x—05 if x| >1

fr— 3

$¢x) 0.5x2 otherwise, 3)
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FIGURE 3. lllustration of the region proposal network (RPN). The input is
a feature map. The RPN produces 2k anchor scores and 4k bounding box
coordinates per pixel in the feature map, where k is the number of
anchor boxes.

1 N A
Ry ==~ D sldna), )

n=1a=1

where || ||; denotes the L1 norm; by , and by, , are vectors
containing the coordinates of the predicted bounding box and
labeled bounding box, respectively; s(d, ;) is the smoothed
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FIGURE 4. The structure of the ladder network, which is a convolutional
neural network, consists of two neural network parts: an encoder and a
decoder. The encoder includes a clean encoder (x — z(M — y)and a
noisy encoder (¥ — (M — ), which share the same mapping function f.
The decoder (g) (2(™ — z(M) _, ) recovers the lost information by
making comparisons with the clean encoder in the lateral connections.
When labels are present, i.e., supervised learning, the loss signal will be
top-down information in the noisy encoder, while for unsupervised
learning, the loss signal will be the lateral information between the
decoder and the clean encoder.

L1 loss; and R}, is the sum of the region proposal bounding
box loss at all anchors.

A ladder network is a semisupervised learning method
proposed by [41] that can utilize labeled and unlabeled data
simultaneously. A ladder network is similar in concept to
a denoising autoencoder (DAE). A DAE is an autoencoder
that receives a corrupted data point as input and is trained to
reconstruct the uncorrupted data point [17]. A ladder network
takes this a step further by introducing noise at every layer,
not just the input. Figure 4 illustrates a simple ladder network.
The network consists of three parts: the noisy encoder (the
leftmost stack), the denoising decoder (the middle stack), and
the clean encoder (the rightmost stack), which is the original
network. Let us first consider the clean encoder. Let z be
the output of the m-th layer of the clean encoder. The function
FomtD () represents the (:m + 1)-th layer, which in our case is
a convolutional layer. The relationship between each layer is
given by the following:

z(m+1) :f(erl)(Z(m)) (5)

Note that z refers to the network input, x. The encoder
yields a final prediction, y.

The noisy encoder uses the same weights and layers as the
original network. However, we corrupt the inputs preceding
each layer by adding Gaussian noise:

i(m+l) Zf(m-'rl)(i(m) + h(m)) (6)

where h®™ is random noise sampled from a Gaussian distri-
bution with zero mean and variance o2. Here, we set 02 = 1
(unit variance) for all layers. The output of the m-th layer of
this corrupted network is z™.
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Finally, the denoising decoder aims to recover the original
output at each layer by using only the features from the noisy
encoder and the higher-level layer. Let g™ be the inverse
mapping decoder function for the m-th layer, which in this
case is a transposed convolutional layer [53] that outputs 2™
and takes 2" and 27”1 as inputs:

Zm — g(m)(i(m), i(m-i-l))_ (7)

The supervised cost, Craqger.c» 1S the average negative log
probability of the noisy output y matching the ground-truth
target y given input x:

gl i
CLadder,c = _N Z lOgP(y = Yn|Xn), ®)
n=1
where N is the minibatch size, and n is the index of the
training data.

The goal of the denoising decoder is to output a 2™ that
matches z™. This is accomplished by adding the unsuper-
vised cost function, Crugder,a, Which attempts to minimize
the mean square error as shown below:

M
(m)
CLadder,d = Z CLadder,d

m=0
M 1 N
=Y w2
m=0 n=1

where wy is the layer width and M is the number of layers in
the ladder network.

The ladder network uses this unsupervised loss to learn the
important features even without any labeled data. The two
losses can be combined and used jointly for training when
labels are present.

2
2" ©

IV. PROPOSED METHOD

Our proposed model is a neural network to perform lesion
instance segmentation, named MaligNet. Although lesions
can occur anywhere throughout the body, they are often found
in the chest area. This area is often the hardest to diagnose
in the chest area, which consists of small bones, due to the
complexity and overlap of the ribs. Therefore, we focused
only on finding lesions in the chest area. Figure 1 shows
an overview of our system. We start by locating the chest
area using the single shot multibox detector (SSD) [37] in
both anterior and posterior whole-body views in the bone
scintigram. The resulting identified chest area is subsequently
used in the lesion instance segmentation process.

A. CHEST DETECTION

The chest detector is the first part of our pipeline and is used to
detect the chest area. Because it is relatively straightforward
to detect the chest area, we use a standard SSD [37] to detect
the chest areas from both the anterior and posterior views.
We chose the SSD because it is a one-stage detection model
that can be trained and makes inferences at high speed. More-
over, it maintains good accuracy compared to other object
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FIGURE 5. An overview of MaligNet. Figure 5a (in blue) shows the core network of MaligNet, a ResNet-50 architecture that extracts features at different
scales for input to the ladder feature pyramid network (LFPN). Figure 5b (in red) shows the LFPN, which consists of a feature pyramid network combined
with a ladder network to facilitate semisupervised learning. Figure 5c (ingreen) depicts the region proposal network (RPN), which selects regions of
interest for object classification and regression. Figure 5d (in pink) shows the front-end part, which consists of two parts: a classifier front-end (Figure 5d)
and a mask front-end (Figure 8). The classifier front-end performs lesion classification and refines the bounding box. The mask front-end outputs the
segmentation masks. Unlike Mask R-CNN, the classifier front-end also receives global features from the core network.

detection models and was easy to adapt and apply to our task.
We used VGG-16 [45] as the core network in the SSD. The
VGG-16 was pretrained on ImageNet [11]; then, all the layers
were fine-tuned based on the source model parameters with
our data. The hyperparameters used for retraining the SSD
are shown in Table 8.

B. LESION INSTANCE SEGMENTATION

MaligNet is a CNN model based on an FPN with some mod-
ifications. Specifically, we added the ladder feature pyramid
network to the top-down pathway to allow semisupervised
training. We also added an additional layer that extracts
global features from the core network to the classifier head.
As shown in Figure 5, MaligNet consists of four parts. Similar
to the FPN, the first part is an image classification core model
used to extract features. We tested several standard architec-
tures (see Table 9) to choose the core model and ultimately
settled on ResNet-50 [23]. ResNets have the advantageous
property of using a stride of two for every scale reduction,
which makes incorporating ResNet-50 into the FPN straight-
forward when we have to upscale the feature maps in the
top-down pathway. Moreover, ResNet-50 is a relatively small
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network and is based on modern standards; thus, it is appro-
priate for our limited labeled data.

The second part is the LFPN, which corresponds to the
top-down pathway of the FPN but includes additional denois-
ing decoder components inspired by the ladder network [41].
This allows MaligNet to utilize the training data from both
labeled and unlabeled data simultaneously. The features from
the top-down pathway are used by the third part, which
detects and localizes lesions using an RPN. The front-end
part is the final part of our model and is designed to perform
lesion instance segmentation and provides two output results.
The classifier front-end adjusts the bounding boxes and cate-
gorizes each lesion into different classes. The mask front-end
is used for mask prediction. However, unlike the traditional
FPN, which focuses on local information in each region,
the classifier front-end also exploits the global information
taken from the topmost level of the core network, which
condenses all of the image information.

1) LADDER FEATURE PYRAMID NETWORK (LFPN)

To allow semisupervised learning, we incorporated ladder-
network-like structures into each level of the FPN. The new
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FIGURE 6. lllustration of the ladder feature pyramid network (LFPN), the feature pyramid network combined with the ladder network to
enhance the features by unsupervised learning. In the figure, we have four lines of convolutional neural networks (red blocks) in the
feature pyramid network, and each line represents an encoder. We also add a decoder to invert the mapping at each encoder
layer(purple blocks); thus, we have a total of four ladder networks, denoted as L2, L3, L4, and L5. The upsampling layer (the x2 symbol) in

the LFPN is a bicubic algorithm for scaling up the feature map.

structure is referred to as the LFPN. As shown in Figure 6,
each lateral connection is similar to an encoder part in the
ladder network. The lateral connections that do not add noise
into the features are considered to be the clean encoder ZE’I",)”

which is defined as follows::

+1 +1 .
"), 2 i m=0
(m+1)
2o, = (10)
+1 ;
£ @) if m=1.

The main difference between our model and a regular lad-
der network is the additional connection from the upsampling
layer (denoted as x2 in the figure).

For the noisy encoder, the features in the LFPN are as
follows:

(1) 5 m) ) Som+1) m)
g(f ( (, n)) (I+1, n)) + h(l,n) lf m=0
~(m+1)
ST P (m+1)
m ~(m m .
/i @ )+ fm=1,
(11)

where f is the convolution function, and g is the feature

combination function. Note that ZE?)n) refers to XE?)H), and iz?)n)
1
refers to xg)n) + hg”;:) )

Here, the noise for all layers is sampled from a Gaus-
sian distribution with zero mean at a fixed variance level,
which is a tunable hyperparameter (see Table 9). Even though
bone scintigraphy raw images have a Poisson noise distri-
bution [47], the purpose of adding noise in the LFPN is to
augment the feature space, not the raw image, and the weight
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distribution in the network is Gaussian. Thus, chose to inject
a Gaussian distribution instead of a Poisson distribution.
We also tested injecting Poisson noise into the LFPN, but the
resulting model performed worse than did the baseline FPN
model.

To denoise the noisy features, a transposed convolution
layer is used in the denoising decoder because it uses the
inverse function of the convolutional layer [41], [53] used
in the CNN-Ladder network. The reconstruction 22;",)1) is the

output of its upper layer zg""; )

El ,)1) via the Conv2DTranspose layer and batch normaliza-

tion. We add a denoising decoder (the purple blocks in the
figure) to each lateral connection of the FPN such that we can
incorporate the unsupervised loss. For each lateral connection
(L2 to LS5 in Figure 6), there are three targets for performing
denoising; these correspond to the outputs of different layers
on that level. Thus, the unsupervised loss from Equation 9
becomes the following:

and the noisy lateral layer

L=5m=2
CLrPN,d = Z Z ngw,d
=2 m—O
— (m) A(m)
o NLMZZZHZIH Z, | > (12)
=2 m=0 n=1

where N is the minibatch size, L is the number of levels
in the LFPN, and M is the number of layers in each lateral
connection.
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FIGURE 7. lllustration of the classifier front-end. Global features are applied with lesion features by concatenation. The classifier front-end separates
into two branches that perform lesion-type classification and bounding box prediction. Each lesion prediction in both sub-front ends has C + 1

outputs.

During the training process, the RPN accepts the noisy
output rather than the clean output. Because noise is added to
the features, the model will capture the important information
from these features as augmented information, which makes
the model more generalizable and helps avoid overfitting.

Finally, regarding the choice of location for adding the
ladder network structure to the model. We add the lad-
der network to the FPN rather than to the core network
because the noise introduced in the ladder network can accu-
mulate, as there are more noising layers. Adding the lad-
der network to the core network, which has many layers,
greatly reduces the model performance. However, adding the
noise to the FPN only adds three noise terms per lateral
connection.

2) APPLYING GLOBAL FEATURES FOR

LESION CLASSIFICATION

Typically, object detection for natural images is performed by
detecting each object independently—regardless of the other
objects in the same image. However, physicians usually use
both other lesions and additional cues beyond the lesion itself
into account when determining the lesion types. For example,
if a lesion is isolated, without other nearby lesions, it is more
difficult to assert that the isolated lesion is malignant. How-
ever, when multiple lesions occur in the same region, they
are usually malignant. Thus, we incorporate global features
(the features from layer C6 in Figure 5) that summarize the
overall image information to enhance the prediction of each
individual lesion.

The architecture of the classifier front-end is shown in
Figure 7. The output from the core network (C5) is embedded
into a lower-dimensional space using a convolutional layer
and then tiled and replicated (using the tile layer in Tensor-
Flow) J times, allowing it to be concatenated with the features
from each region proposal. The concatenated features are
then passed to the classifier front-end to classify the lesion
type and adjust the bounding boxes.
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3) CLASSIFIER FRONT-END
The classifier front-end consists of two sets of convolu-
tional and batch normalization layers with rectified linear
unit (ReLU) activation. For classification, we used a dense
layer with softmax normalization to obtain the probabilities
for each lesion type. The dense layer has C+-1 neurons, where
C is the number of lesion types: the additional class represents
nonlesions. The bounding box prediction is designed to refine
the proposal regions, which is treated as a regression task
using the 4 * (C + 1) outputs from the dense layer. This layer
predicts the position x and y coordinates, log(height), and
log(width) for each class. Bounding box regression can be
difficult for tasks involving objects with large size variations.
Therefore, the height and width of the bounding box are
converted to log scale, which is usually easier to regress.
This preprocessing method is considered standard practice in
object detection tasks [16].

We use categorical cross-entropy loss as the classification
cost:

N J
1 -
Ce=—5% 2 ZlogP(y = Yuj | Xu)). (13)
n=1 j=1
where J is the maximum number of region proposals in the
image.
The cost function for the bounding box prediction is

1 N J
Cyp= o 33 s(dn. (14)
N

n=1 j=1

where dj, j is the L1 norm (which is the same as Equation 2);
s(x) is the smoothed L1 loss (as shown in Equation 3); and
Cp is the sum of the bounding box losses for all lesions.

4) MASK FRONT-END

Lesion segmentation is performed by the mask front-
end, which—given a proposed lesion region from the
RPN—outputs C+1 foreground-background segmentation
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FIGURE 8. lllustration of the mask front-end for mask prediction in
MaligNet.

masks for each class. The mask that corresponds to the
lesion classification is used as the segmentation output. Our
architecture, shown in Figure 8, consists of sets of convolu-
tional and batch normalization layers with ReLLU activation.
After passing sigmoid activation, the output has a mask size
of 14x14 pixels, which is the same as the original Mask
R-CNN [22]. We adopt binary cross-entropy loss as the cost
function:
1 NI
Cn=— IV,; ; Yulog(sn)+(1=ynlog(l —sn).  (15)

where s, ; is the foreground class score after the sigmoid
function and y, ; is the ground-truth mask.

5) UNIFIED LOSS
Our model includes many components, such as the LFPN
(Figure 6), the RPN (Figure 3), the classifier, the bounding
box front-end (Figure 7), and the mask front-end (Figure 8).
Moreover, each component has a different objective func-
tion for supervised and unsupervised losses. Consequently,
the loss calculation must be weighted to avoid loss values of
each term that are too different. The weight multiplier Ay is
the hyperparameter of each loss.

The combination of supervised loss Cy is the summation
of the weight multipliers with their losses, calculated by the
following equation:

Cs = AreRe + ApRp + AecCe + Aep Cp + AemCms - (16)

where R, and Rj, are the costs of the class and bounding box
in the RPN, respectively, and C,, Cp, and C,, are the costs
of the lesion class, lesion bounding box, and lesion mask,
respectively, in the classifier front-end and mask front-end.
Each Ay is a weight multiplier for each loss k.

For unsupervised data, the cost function is as shown below:

Cys = )‘usCLFPN,aU (17)

where A, is the weight of the unsupervised loss term and
CrFpN 4 1s the cost function in the LFPN, which is shown in
Equation 12.

We add an L2 regularization term to avoid overfitting and
to improve generalizability. Therefore, the total cost is the
sum of all cost functions with the L2 regularization term:

K

Crotal = Cus + Cs + A2 Z (x)]%, (18)
k=1

where A is the weight of regularization, and K is the number
of trainable layers.
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Each minibatch can include a mixture of supervised and
unsupervised data depending on the random minibatch sam-
pling. The unsupervised data (unlabeled) will be calculated
as the only unsupervised cost (Crrpy ); the supervised cost of
unlabeled data in the minibatch is zero.

Thus, our model is able to learn both supervised and unsu-
pervised learning jointly, which is a form of semisupervised
learning.

C. IMPLEMENTATION DETAILS

We chose the original ResNet-50 as our core network due to
the limited amount of labeled data. Moreover, ResNet-50 is
easy to upsample in an FPN. Because the output images from
the chest detection stage have different sizes, we scale and
resize both the image and mask to match the GPU’s memory.
During training, each minibatch contains both supervised and
unsupervised data. We also tested a version that alternated
between minibatches of supervised and unsupervised data
but obtained the same results. We used two sets of NVIDIA
GeForce 1080 Ti GPUs for each batch size, equal to eight per
GPU. The hyperparameter details are listed in Appendices B
and C.

V. EXPERIMENTAL SETUP

In this section, we provide information about the dataset and
model evaluation. The dataset and its properties, including
descriptions of the lesion types, are presented in Section V-A.
There are two main tasks in our pipeline: lesion instance seg-
mentation and bone cancer metastasis classification. To eval-
uate the performances of both tasks, we explain the details of
the metrics in Section V-B.

A. DATASET AND PREPROCESSING

Our data included a total of 9,824 patients. The details of
the patients’ genders and ages are shown in Appendix A.
The injection dose of 20 mCi/70 kg varied according to
the patient’s weight, and the uptake time was approximately
5 hours. The images are in DICOM format with a 16-bit
depth. For chest detection, we used 680 images of the whole
body for training, 200 for validation, and 240 for test-
ing. For lesion instance segmentation, the dataset contained
19,648 chest images of which 1,088 were labeled images and
the remaining 18,560 were unlabeled images.

The dataset was separated into training, validation, and
testing data as listed in Table 1. The physician focused on
four main lesion types: malignant (or cancerous), inflec-
tion/inflammation, degenerative change (bone deterioration),
and posttrauma (broken regions caused by accidents). The
numbers of each type of lesion are shown in Table 2.

The data collection was approved by the Institutional
Review Board (IRB) of the Faculty of Medicine, Chula-
longkorn University. The labeling was performed by five
nuclear medicine physicians with 31, 28, 21, 11, and 8 years
of diagnostic experience. Note that all the labeled data were
labeled by nuclear medicine physicians without the use of
medical records. Thus, the labeled lesion type might not
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TABLE 1. The total labeled and unlabeled training data for lesion instance segmentation are separated into training data, validation data, and testing

data.
Data type Amount of data  Training data  Validation data  Testing data
Labeled data 1,088 741 231 116
Unlabeled data 18,560 14,786 3,774 0
Total data 19,648 15,527 4,005 116

TABLE 2. The total number of lesions per type.

Lesion types Number of lesions

Malignant 3,500
Inflection/Inflammation 290
Degenerative change 805
Post-traumatic 415
Total lesions 5,010

reflect the true lesion type. Thus, supervised learning was
applied using a test that was not a gold standard and may not
reflect the true metastasis value of the hotspots.

We augmented the data with an affine transformation.
Normally, bone scintigraphy requires adjusting the light and
contrast such that the physician can observe the hotspots
before labeling. Therefore, we also augmented the data by
increasing and decreasing the light, contrast, and brightness
for consistency with the physician’s process.

B. EVALUATION METRICS

Our experiments were divided into two parts: lesion instance
segmentation and bone cancer metastasis classification.
Instead of using the mean average precision (mAP), which
is a relative score metric used to evaluate object detection
in natural images such as those in the Pascal VOC [12],
COCO [36] and Open Images [34] datasets, we use mean
precision, mean sensitivity, and mean Fl-score to measure
the lesion instance segmentation performance of our model.
In the context of instance segmentation, we must not only cor-
rectly identify the object but also correctly locate its position.
Thus, to calculate the mean precision and the mean sensitiv-
ity, we used the Jaccard index (Intersection over Union) to
measure the overlapping region between the ground truth and
the predicted area. The Jaccard index is defined as follows:

|A1 NAs|

J(A1,A2) = A UAL|

(19)
where A is the area of the ground truth, and Aj is the area of
the prediction.

A prediction is considered correct if the Jaccard index
exceeds a predetermined threshold. We chose a threshold
of 0.5 because that threshold is sufficient for locating the
lesion. For multiclass detection tasks such as ours, we can
calculate the mean precision and mean sensitivity by taking
the weighted averages of the precision and sensitivity values,
respectively.
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Predicted as non-metastasis

Predicted as metastasis

FIGURE 9. Example predictions for the bone cancer metastasis
classification task. When at least one malignant lesion is predicted,
the image is classified as metastasis.

MaligNet is designed for lesion instance segmentation.
Therefore, we cannot directly evaluate the performance of the
model on the metastasis classification task. Instead, we con-
vert the instance segmentation predictions to a binary pre-
diction. If the model predicts malignancy for at least one
lesion in the chest area, the image is classified as metasta-
sis. However, we consider only cases in which at least one
malignant prediction matches the ground truth (a true positive
sample). In other words, a metastasis prediction caused by a
false alarm in the instance segmentation task is not counted as
a correct classification. Examples of interpretations in bone
cancer metastasis classification are shown in Figure 9.

For cases where the model finds no malignant lesions
in the image or finds another lesion type, such as degen-
erative change, inflection/inflammation, or post-traumatic,
we assume that the model predicts a nonmetastasis status or a
negative sample. We also evaluated our model of bone cancer
metastasis classification in terms of various metrics, namely,
accuracy, precision, sensitivity, specificity, and F1-score. The
details of each type of measurement are described separately
in the following sections.

VI. EXPERIMENTAL RESULTS

In this section, we report the experimental results by com-
paring the performances of each model. Our experiments are
divided into three subtasks: chest detection, lesion instance
segmentation, and bone cancer metastasis classification.
We also conducted ablation studies to evaluate the impact of
our semisupervised training results compared with those of
other semisupervised methods.

A. RESULTS OF CHEST DETECTION

Anterior (front-side) and posterior (back-side) images are
available for each patient. Because detecting the chest area
in the whole image from bone scintigraphy is a simple task,
the model provides accurate results: its min, mean, and max
Jaccard indexes are 0.804, 0.933, and 0.987, respectively.
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FIGURE 10. Some examples from the chest detection model. The first bone scintigram (the leftmost side) is an anterior
view (front view), and the second bone scintigram is a posterior view (back view) of a pediatric patient. The third skeleton
is an anterior view, and the last skeleton (the rightmost side) is a posterior view of an adult patient. The ground-truth
boxes are indicated in green, while the outputs of the SSD model are indicated in red. The Jaccard indices from left to

right are 0.895, 0.943, 0.987, and 0.914.

Histogram of Jaccard index of chest area on bone scintigraphy
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FIGURE 11. A histogram of the Jaccard index in chest detection for bone
scintigraphy. The horizontal axis represents a comparison of the Jaccard
index of the chest area between the ground truth and the model
bounding box predictions. The vertical axis represents the frequency of
each Jaccard index value in each bin of the histogram.

From Figure 11, the histogram shows that SSD provides
excellent chest detection results based on the Jaccard index
for at least every tested data point. Examples of chest detec-
tion results are shown in Figure 10.

B. RESULTS OF THE LESION INSTANCE

SEGMENTATION TASK

In this section, we report the lesion instance segmentation
results. The chest images from bone scintigraphy (the output
results from chest detection), were used as the input data
in this task. Data cleaning and augmentation were applied
before performing the experiments. We evaluated our model
on the lesion instance segmentation task for the four lesion
types and compared the results with the baseline model
(Mask R-CNN). Example results are shown in Figure 14
(hand-picked examples) and Figure 15 (random examples).
We also studied the impact of each model technique on its
overall performance. We conducted the experiments with
the techniques applied separately and combined, as shown
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FIGURE 12. The normalized confusion matrix of the lesion classification
task using MaligNet without self-training. The rows represent the true
labels (ground truth), and the columns represent the predicted labels.

in Table 3. Moreover, we applied self-training with both
the baseline and our model to compare the effect of each
technique.

Using global features allows the model to use high-level
features and semantically strong features to make predic-
tion decisions, which increases the lesion classification accu-
racy. Moreover, applying the ladder network in the FPN
makes the model capable of learning the representation of
the images via unsupervised learning, which improves the
model in every comparable configuration. Utilizing the LFPN
for semisupervised training over the standard Mask R-CNN,
MaligNet capitalizes on the large amounts of unlabeled data
(14,786 images) and significantly increases model perfor-
mance, reaching an F1-score of 0.835. Furthermore, combin-
ing global features further improves the F1-score of MaligNet
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TABLE 3. Comparison between each model and technique for the lesion instance segmentation task. The global features in this table are the output

features from layer C6 in Figure 5.

Method Mean precision ~ Mean sensitivity ~ Mean F1-score
ResNet-50 + FPN (Mask R-CNN) 0.827 0.811 0.816
ResNet-50 + FPN w/ global features 0.829 0.826 0.824
ResNet-50 + LFPN w/o global features 0.838 0.839 0.835
ResNet-50 + LFPN w/ global features (MaligNet) 0.852 0.856 0.848
ResNet-50 + FPN + self-training 0.849 0.843 0.840
ResNet-50 + LFPN w/ global features + self-training  0.867 0.844 0.851
TABLE 4. Comparison between MaligNet and baseline for lesion classification on the lesion segmentation task.
Lesion types Model Accuracy  Precision  Sensitivity ~ Specificity ~ Fl-score
Malienant MaligNet 0.886 0.912 0.941 0.710 0.926
& Mask R-CNN  0.839 0.864 0.937 0.519 0.899
Inflection/Inflammation MaligNet 0.950 0.432 0.667 0.962 0.525
Mask R-CNN  0.953 0.447 0.739 0.962 0.557
Degenerative chanee MaligNet 0.905 0.662 0.584 0.954 0.621
8 8 Mask R-CNN  0.891 0.667 0.342 0.974 0.452
Post-trauma MaligNet 0.952 0.737 0.378 0.991 0.500
Mask R-CNN  0.936 0.476 0.278 0.980 0.351
Predicted C. THE IMPACT OF DATA
To study the effectiveness of unsupervised learning in
) : . . .
Mask R-CNN E 2 g our semisupervised approach in leveraging unlabeled data,
= £ o 2 we trained models with varying amounts of labeled and unla-
c ~ 2 = ;
> S & T beled data and measured their performances.
= (@] 12}
Y = o) o)
= £ )] o
1) EFFECT OF THE AMOUNT OF LABELED DATA
Mallgnant e In this e.xperlme.nt, we varied the amount of labeled. training
data while keeping the amount of unlabeled data fixed and
measuring the Fl-score. The results are shown in Figure 16.
_ Inflec/Inflam o009 [ORZES 0.7  0.00 Using unsupervised data, MaligNet w/o global features
o] . . . ..
2 improves every time the amount of training data is increased,
o . .
. thus it outperforms the Mask R-CNN baseline model b
< Degenerative 0.14 0.34 0.00 P . . y
an average of 1.51%. Adding the global features improves
the performance even further, reaching a relative Fl-score
(o7 003 003 | 028

Post-trauma

FIGURE 13. The normalized confusion matrix of the lesion classification
task using Mask R-CNN. The rows represent the true labels (ground truth),
and the columns represent the predicted labels.

to 0.848. We also show the results of lesion classification
using MaligNet compared with the baseline model in the
confusion matrices in Figure 12 and Figure 13. Furthermore,
we compare the results of both models on each lesion class,
as shown in Table 4.

The results show that MaligNet tends to predict malig-
nancy extremely well. Other classes are rarer in the training
data, which reduces the accuracy. Moreover, post-trauma
is similar to malignancy; thus, it is difficult to distinguish
this class from malignant lesions, which also reduces the
accuracy.
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average improvement of 2.40%. At the same F1-score level,
our proposed method reduces the amount of labeled data
required by an average of 20.11%. This result can be used
as an anecdotal reference when determining the trade-off
between spending more time labeling the data and making
use of semisupervised methods.

2) EFFECT OF THE AMOUNT OF UNLABELED DATA

We also studied the effect of varying the amount of
unlabeled data. As shown in Figure 17, the performance
increases as we include more unlabeled training data. How-
ever, at higher amounts, the gain from adding more data
decreases. This is expected because the unlabeled data
are used to learn better representations. When the model
has captured sufficient variation from the unsupervised
data, adding more unsupervised data will have little to
no effect.
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FIGURE 14. Hand-picked examples of the comparison results: the leftmost image is the original bone scintigram, the second image is the
ground-truth image, the third image is the result of Mask R-CNN, and the rightmost image is the result of MaligNet (ours). Each row
represents a different subject, and each column represents different image sources. A red region represents a malignant lesion, a green

region represents an inflection/inflammation lesion, a yellow represents a degenerative change lesion, and a purple region represents a
post-trauma lesion.
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the ground-truth image, the third image is the result of Mask R-CNN, and the rightmost image is the result of MaligNet (ours). Each row
represents a different subject, and each column represents different image sources. A red region represents a malignant lesion, a green
region represents an inflection/inflammation lesion, a yellow represents a degenerative change lesion, and a purple region represents a

post-trauma lesion.
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TABLE 5. The results of the self-training approach with different confidence thresholds.

Confidence threshold  Filter out No.images No.lesions Mean precision = Mean sensitivity =~ Mean F1-score
All - 18,560 52,756 0.815 0.826 0.818
508 Lesions level 18,560 47,140 0.834 0.819 0.822
’ Images level 15,423 33,572 0.837 0.836 0.831
50.85 Lesions level 18,560 42,998 0.827 0.837 0.828
’ Images level 12,761 21,964 0.849 0.843 0.840
50.9 Lesions level 18,560 38,018 0.829 0.825 0.823
’ Images level 10,443 13,871 0.836 0.833 0.830
The results of the effect of the amount of labeled data The results of the effect of the amount of unlabeled data
0-86 T T T T O~86 T T T
Mask R-CNN Mask R-CNN
0.84 —=—MaligNet w/o global features —=—MaligNet w/o global features
©% 1| —=— MaligNet w/ global features D 0.85 =— MaligNet w/ global features __a
0.82 0.84 | // i
2} [
S 8
3 08 2 083} /ﬂ .
3 I
0.78 |- . 0.82
0.76 0.81
0.74 : 0.8

| | | |
0 01 02 03 04 05 06 07 08 09 1
The ratio of the amount of labeled data used

FIGURE 16. The effect of the amount of labeled data in lesion instance
segmentation measured by F1-score. In the experiments the amount of
labeled data was increased at various ratios. MaligNet can also use
unlabeled data, whereas Mask R-CNN is fully supervised.

TABLE 6. The results of MaligNet on bone cancer metastasis
classification.

Model Accuracy  Precision  Sensitivity ~ Specificity = Fl-score
Mask R-CNN  0.707 0.941 0.608 0.919 0.739
MaligNet 0.741 0.863 0.657 0.857 0.746

D. RESULTS OF THE BONE CANCER METASTASIS
CLASSIFICATION TASK

Bone cancer metastasis classification from lesion instance
segmentation is more difficult than direct classification.
Rather than distinguishing between metastases and non-
metastases, the model must also locate the positions of malig-
nant lesions. The results in Table 6 show that MaligNet
has higher accuracy, sensitivity, and F1-scores than does the
baseline model. Although our model has lower precision and
specificity, for our application, sensitivity is preferred over
other metrics.

Our model requires a slightly longer inference time
(0.76 ms for Mask R-CNN vs 0.87 ms for MaligNet). Even
though the Fl-score only increases slightly, the sensitivity,
which is the main metric used for screening, improves by an
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FIGURE 17. The effect of the amount of unlabeled data on lesion
instance segmentation as measured by F1-score. We conduct the
experiment by increasing the amount of unlabeled data while keeping

the amount of labeled data fixed. Because Mask R-CNN cannot use
unlabeled data, the performance remains constant.

absolute 5% without requiring more labeled data. Note that
we could also apply model optimization and compression
techniques, such as network pruning [20], weight quanti-
zation [26], binarized neural networks [8], and deep com-
pression [19], to reduce the inference time; however, model
accuracy is the main concern of this work.

E. COMPARISON WITH THE SELF-TRAINING METHOD
One popular semisupervised approach is self-training.
Self-training produces virtual labels for unlabeled data by
treating model predictions as the ground-truth label. The
original labeled data are then combined with the unlabeled
data (along with the labels produced by the model) to train a
better model.

A confidence threshold value can be used to filter unla-
beled data about which the model is not certain. We can treat
the softmax output probability from the model as a confi-
dence level and use only the data above a certain confidence
level. We set the minimum confidence threshold for Mask
R-CNN postprocessing (which removes clutter and merges
overlapping regions) to 0.7 according to [48], which results
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in confidence values ranging only from 0.7 to 1.0. We tried
different confidence levels at 0.05 increments and report only
the values that show a local maximum in Table 9.

We filtered the data in two ways: lesion level and image
level. For the lesion level, we excluded lesions below the
threshold value. For the image level, we excluded images
containing at least one lesion with a score lower than the
threshold. This approach filters out approximately 30% of
the images. The results are shown in Table 5. The best results
were obtained using a threshold value of 0.85 and image-level
filtering. This approach improved the Mask R-CNN baseline
results from 0.816 to 0.840.

VIl. DISCUSSION

A. THE EFFECT OF APPLYING EACH

TECHNIQUE IN MALIGNET

MaligNet reached an F1-score of up to 0.848 over the base-
line of 0.816. Based on the results in Table 3, we studied
the effectiveness of LFPN and global features. The results
show that the effectiveness of LFPN makes our model more
accurate than using global features. However, applying both
techniques outperforms using only one technique.

B. THE LIMITATION OF USING UNLABELED DATA

The usefulness of unlabeled data is limited. At some point,
the amount of unlabeled data reaches a saturation point, and
the model efficiency does not greatly increase beyond that
point. In contrast, increasing the labeled data can still improve
the F1-score. However, labeling bone scintigraphy data is a
time-consuming task. Thus, MaligNet is a good choice for
utilizing unlabeled data to save significant amounts of time
and resource savings.

C. ANALYSIS OF THE PREDICTION RESULTS

As shown in Figure 14.b and Figure 15.f, applying global fea-
tures appears to help the model categorize lesions more accu-
rately. MaligNet uses not only lesion features but also global
information to categorize the lesion types. However, caution
is needed when applying global features to avoid relying too
much on global features rather than lesion features. As a
result, MaligNet tends to predict malignant lesions more often
than other types. For this reason, MaligNet has higher sensi-
tivity than the baseline, as shown in Figures. 14.a and 14.d.
This occasionally causes a false positive, as shown in the
examples presented in Figure 15.h.

D. DIFFERENCE BETWEEN THE LFPN AND SELF-TRAINING
Self-training is a useful approach for performing semi-
supervised learning. We trained MaligNet using the
self-training method, which improves the model even further.
As shown in Table 3, the Fl-score improves from 0.848 to
0.851 after self-training. Self-training and the LFPN can
be considered different ways to learn from unlabeled data.
The LFPN, which is similar to an autoencoder, tries to
learn a better data representation, while self-training provides
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discriminative information that helps the classification task.
When using only the LFPN, our method achieves a slightly
lower F1-score than when using self-training. However, with
the former, MaligNet can be trained in one step on both
types of data simultaneously, which takes less training time
than self-training. The training and inference times without
self-training for Mask R-CNN were 19.6 hours and 0.76 mil-
liseconds, respectively, while MaligNet required 23 hours
and 0.87 milliseconds, respectively. Models with self-training
required twice the amount of training time. Moreover,
our method was more accurate when we combined both
techniques.

VIIl. CONCLUSION AND FUTURE WORK

Almost all object detection or instance segmentation models
are designed to be trained via supervised learning, which
requires large amounts of labeled training data. However,
our medical image dataset consists of only a small amount
of labeled data; consequently, it can easily lead to model
overfitting. We focused on using unlabeled data to leverage
its utility and achieve the most effective model possible given
the limited amount of labeled data. Therefore, we proposed
MaligNet, a ladder network extension of Mask R-CNN for
lesion instance segmentation in bone scintigraphy that uses
semisupervised learning for training.

MaligNet is a single network that is simple, effective,
flexible, and lightweight. Normally, semisupervised models
must be trained using multiple steps. However, MaligNet is an
end-to-end solution that can be trained in one step with both
labeled and unlabeled data simultaneously, which reduces the
training time. Our input data are bone scintigraphy images,
which have similar patterns, characteristics, and composi-
tions, unlike general images. For this reason, the LFPN can
take advantage of the specificity of the data, enabling the
model to learn good representations of bone scan images
from unlabeled data. Furthermore, applying global features
helps to classify the lesion types based on the overall com-
position of the image, more closely mimicking the diagnostic
approach of physicians.

We evaluated the model using the mean precision, mean
sensitivity, and mean Fl-score in the lesion instance seg-
mentation task and the accuracy, precision, sensitivity, speci-
ficity, and F1-score in bone cancer metastasis classification.
MaligNet significantly outperforms the baseline model—by
up to 2.33% without using global features and by 3.92% when
global features are included.

We plan to compare our results with those of a nuclear
medicine physician as a gold standard to determine the dif-
ference in decision making between a machine and physician
for performance improvements. In further analyses, we plan
to visualize the model to determine what the model sees and
the reasons why it makes its categorizations. We also plan to
apply our model to other domains, e.g., MRI and CT. Finally,
we believe that our method provides an alternative approach
for handling unlabeled data and will be useful in applications
for other works.
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TABLE 7. Details of the patients’ gender and age statistics for each dataset type.

Dataset type \ Male images ~ Female images \ Minage Meanage Max age
Supervised training data 274 467 2 59.16 96
Supervised validation data | 86 145 5 58.94 96
Supervised testing data 38 78 2 59.02 90
Unsupervised data 7624 10,936 2 57.40 97

Histogram of patient's age in supervised training dataset
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FIGURE 18. A histogram of patient age at bone scintigraphy in the
supervised training dataset.

ogHistogram of patient's age in supervised validation dataset
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FIGURE 19. A histogram of patient age at bone scintigraphy in the
supervised validation dataset.
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APPENDIXES

APPENDIX A: DETAILS OF PATIENT GENDER

AND AGE IN THE DATASET

The details of the patients’ gender data and age statis-
tics, which are divided into supervised training, validation,
testing, and unsupervised datasets, are shown in Table 7.
We also display the age range of the patients in a histogram
in Figure 18 - 21.
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FIGURE 20. A histogram of patient age at bone scintigraphy in the
supervised testing dataset.
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FIGURE 21. A histogram of patient age at bone scintigraphy in the
unsupervised dataset.

TABLE 8. Final values of the hyperparameters used in the chest detection
experiment.

Parameters Parameter used
Image size (width,height) (512,512)
Core network VGG-16
Batch size 16
Optimizer Adam
Learning rate 0.001
Weight decay 0.0005

L2 regularization 0.0005
IoU threshold 0.45

[0.07,0.15, 0.3, 0.45, 0.6, 0.75, 0.9, 1.05]
[8, 16, 32, 64, 128, 256, 512]
[0.5,0.5,0.5,0.5, 0.5, 0.5, 0.5]

Anchor box scaling factors
Anchor box steps
Anchor box offsets

APPENDIX B: HYPERPARAMETERS OF THE SINGLE SHOT
MULTIBOX DETECTOR (SSD) IN THE CHEST

DETECTION EXPERIMENTS

In Section IV-A, our SSD has pretrained weights from Ima-
geNet and is retrained with our data using the hyperparame-
ters, as shown in Table 8.

27063



IEEE Access

T. Apiparakoon et al.: MaligNet: Semisupervised Learning for Bone Lesion Instance Segmentation Using Bone Scintigraphy

TABLE 9. Final values of the hyperparameters used in the lesion instance segmentation experiment from the parameter search.

Parameters Parameter search Final parameters
Image size (width,height) (320, 320),(512, 512) (320, 320)
Core network ResNet-34, ResNet-50, ResNet-101, Xception ResNet-50
A’I‘Cs )\rba )\cc; )\cba )\cm, Aus 1.0 1.0
Gaussian noise ratio 0.015, 0.03, 0.05, 0.1, 0.15, 0.2, 0.3, 0.5 0.3
Batch size 2, 8, 16 (maximum batch size) 16
Optimizer SGD, Adam Adam
Learning rate 0.0001, 0.001, 0.002, 0.005 0.001
Weight decay 0.01, 0.001, 0.0001, 0.01, 0.02 0.0001
RPN NMS threshold 0.6, 0.7, 0.9, 0.99 0.7
Train ROI per image 80, 100, 200, 300 200
RPN anchor scales (32,64,128,256,512) (32,64,128,256,512)
RPN anchor ratio [0.5, 1, 2] [0.5, 1, 2]
RPN anchor stride 1 1

RPN anchor per image 256 256
Max ground-truth instances 50, 100, 200, 300 100
Detection minimum confidence 0.7 0.7

APPENDIX C: HYPERPARAMETERS OF MALIGNET IN THE
EXPERIMENTS OF INSTANCE SEGMENTATION

All experiments in Section VI-B use the same hyperparame-
ters. We trained the network from scratch without pretrained
weights. We attempted to optimize model performance by
searching for the optimal hyperparameters to the greatest
extent possible. The final hyperparameter values are shown
in Table 9. Because all the cost functions are self-normalized
and the costs do not vary largely, we set A equal to one for all
the experiments. For the batch size hyperparameter, we found
that larger batches led to more accurate results; however, due
to GPU resource limitations, 16 is the maximum batch size
that can be used.
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