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ABSTRACT Accuracies of most fingerprinting approaches for WiFi-based indoor localization applications
are affected by the qualities of fingerprint databases, which are time-consuming and labor-intensive.
Recently, many methods have been proposed to reduce the localization accuracy reliance on the qualities
of the established fingerprint databases. However, studies on establishing fingerprint databases are relatively
rare under the condition of sparse reference points. In this paper, we propose a novel data augmenter based
on the adversarial networks to build fingerprint databases with sparse reference points. Additionally, two
conditions of these networks are designed to generate data effectively and stably, which are 0-1 sketch and
Gaussian sketch. Based on the networks, we design two augmenters with different cyclic training strategies
to evaluate the augmenting effects comparatively. Meanwhile, five quantitative evaluation metrics of the
augmenters are proposed from two perspectives of the artificial experiences and the data features, and some
of them are also used as the gradient penalties for generators. Finally, experiments corresponding to these
metrics and localization accuracies demonstrate that the data augmenter with the 0-1 sketch adversarial
network is more efficient, effective and stable totally.

INDEX TERMS CGAN, sketch, quantitative evaluation metrics, RSS.

I. INTRODUCTION
The localization awareness is a trend for the hyper-connected
society to grow rapidly. Tough outdoor localization-based
service (LBS) benefits from the Global Positioning System
(GPS) [1], [2], robust LBS for indoor applications is still an
open problem [3], [4].

In the past decades, various indoor localization techniques
have been proposed, such as infrared equipment localiza-
tion [5], RFID localization [6], [7], sound localization [8],
vision localization [9], Bluetooth localization [10], ultra-
sonic localization and so on, and WiFi-based localization
attracts great attention [11]–[14] since its most applications
are realized with the received signal strength (RSS) mea-
sured by usual commercial wireless devices without any
additional hardware. Among those WiFi-based methods, fin-
gerprinting approaches are remarkable over other methods
due to the no need of access points’ (APs) localizations, no
line of sight (LOS) requirements, and superior localization
accuracies [15].

The associate editor coordinating the review of this manuscript and

approving it for publication was Qichun Zhang .

The fingerprinting localization usually consists of two
phases: the offline phase and the online phase [16]–[18].
In the offline phase, a fingerprint database is constructed
with RSS heard from APs in an indoor area, while signal
receivers are at the centers of the predefined grids (each grid
center is defined as a reference point (RP)). In the online
phase, the observed RSS determines the specific localiza-
tion of a receiver according by a radio fingerprint mapping
function. Obviously, the fingerprinting localization accuracy
is mainly influenced by two aspects, including the estab-
lishment/maintenance of RPs’ fingerprint database and the
fingerprint matching method.

Many fingerprint matching algorithms have been pro-
posed to improve localization accuracies in recent litera-
tures [19], [20], such as: probabilistic methods [21], [22],
k-nearest neighbors (KNN) [23], [24], support vector
machine (SVM) [25], [26], artificial neural networks (ANN)
[27]–[29], and so on.

ANN has been exhibited into the indoor LBS over a
decade ago [30] but has not been widely adopted until recent
years due to the outstanding success of the deep learning.
Through deep neural networks [31]–[37], more features of the
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original localization information are learned efficiently over
the conventional methods. In UJIIndoorLoc datasets [38],
deep neural networks (DNN) and autoencoders have
been proven to be effective in performance improvement.
Reference [34] has also proposed an autoencoder with
deep extreme learning machine mechanism to locate mobile
phones. References [36], [37] have proposed deep convo-
lutional neural networks for indoor localization. In [39]
and [40], a feed-forward neural network has been adopted to
detect the building, floor and location based on RSS signals.
In addition, there are some studies [41]–[44] that convert the
1-D time-series raw signal data into equivalent images and
obtain good performance.

In fact, most fingerprinting approaches’ accuracies are
affected by the qualities of fingerprint databases. Usually,
the more RPs preset, the more accurate position results
achieve. However, extensive site survey for the fingerprint
database is time-consuming and labor-intensive. Especially,
once the position environment changes, fingerprint databases
and parameters of the position models need to be re-trained to
maintain the accuracy [45]. Therefore, many algorithms have
been proposed to achieve a given localization accuracy under
the sparse RPs condition [18], [46], [47], [48].

Reference [49] provides a calibration zero-effort system
based on the crowdsourcing training data and achieves the tar-
get tracking with mobile phones. Reference [50] leverages a
more stable RSS gradient to avoid the laborious of fingerprint
map calibration. Reference [51] proposes a non-intrusive
online radio map construction method, where APs are served
as online reference points, and achieves the calibration-free
indoor localization. In [52], a localization method is pro-
posed to adopt assistant nodes with similar RSS sequences
as auxiliary nodes to implement the accurate position.
In [53]–[55], fingerprints can be constructed based on
the Voronoi diagram according to the signal propaga-
tion model [56] and the signal attenuation parameter [57].
Reference [58] applies the surface fitting technique to con-
struct RSS spatial distribution functions. Reference [59]
proposes a fingerprint interpolation algorithm to construct
its device-specific fingerprints. Reference [60] proposes the
RMapTAFA scheme to construct a radio map to improve
localization performance of both pedestrian trajectory track-
ing and stationary point positioning. These methods could
decrease the reliance on the accuracies of the established
fingerprint databases. However, studies on the fingerprint
database under the condition of sparse RPs are relatively rare.

Compared to the existing works, the main contributions of
this paper are as follows.

1) A novel type of data augmenters based on conditional
generative adversarial networks (GANs) is proposed to gener-
ate data from low-level to high-level resolution. Meanwhile,
augmenters with different cyclical strategies and conditional
sketches are analyzed to offer choices.

2) Two sketches (0-1 sketch and Gaussian sketch) with
different priori knowledge are designed as the conditions
of GAN. Sketches make adversarial networks learn data

features more rapidly and stably. Meanwhile, different sketch
elements can be constructed by artificial experiences to adapt
varying scenes, such as: LOS/not LOS, heterogenous network
and so on.

3) Five quantitative evaluation metrics of GAN are pro-
posed in WiFi-based localization area firstly, and some of
them are also used as the gradient penalties for generators.

The rest of this paper is organized as follows. Section II
exhibits the data augmenter, including architecture, objective
function, sketches and training methods. Some quantitative
evaluation metrics of the data augmenter are proposed in
Section III. Experiments are given in Section IV to illustrate
performances of augmenters. Finally, some conclusions and
future works are given in Section V.

II. DATA AUGMENTER BASED ON GAN
To achieve a specific localization accuracy with few or lim-
ited RPs by the same mapping function (e.g. KNN), many
fake data of virtual RPs are generated by a trained generator
G of a conditional adversarial network in this paper, and these
data can mix the spurious with the genuine.

The generating progress is also divided into two phases: the
training phase of GAN and the generating data phase. In the
training phase, random noise is the generator’s input, RSS
fingerprint data is the real sample and as the discriminator’s
input, and two sketches with different priori knowledge are
the conditions of the generator and the discriminator simul-
taneously. One manner trained with real RPs only once is
defined as Algorithm 1, and the other which is cyclically
trained with real and virtual RPs is Algorithm 2. In the
generating phase, the trained generators with sketches are
used to augment data.

A. PRELIMINARY OF DATA SAMPLES
Firstly, the fingerprint database, which is consisted of RSSs
and their corresponding information, such as preset RPs’
coordinates, sensor devices, LOS/NLOS, collecting time,
etc., is established in order sequence vectors from different
APs in a specific indoor environment, and its corresponding
variables are defined in Table 1.

Secondly, RSS values in the database need to be normal-
ized by (1) to train GAN.

R̄k,jCi =


Rmax − R

k,j
Ci

Rmax − Rmin
, Rk,jCi < c

1, Rk,jCi = c
(1)

where Rmin is the minimal value in the fingerprint database,
and Rmax is the maximum value on the contrary. The smaller
the normalized value is, the stronger the signal strength.

B. OBJECTIVE AND SKETCHES OF CONDITIONAL GAN
The objective function of a conditional GAN is expressed as
follows.

L (G,D) = Ex,y
[
logD (x, y)

]
+Ex,z

[
log (1− D (x,G (x, z)))

]
+ λLp (G) (2)
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TABLE 1. Variables and instructions.

where x is remarked as a condition that is the observed data or
sketch, and is the input of the generatorG and the discrimina-
torD simultaneously; y is the real sample data, and is the input
of theD; z is the random noise vector, and is the input of theG;
λ is a learning argument. In the network, G tries to minimize
this objective against D that tries to maximize it, such as
G∗ = arg minGmaxDL (G,D), and Lp (G) is L1 gradient
penalty for G and defined as:

Lp (G) = Ex,y,z
[
‖(y− G (x, z)) · (G (x, z)− y)‖1

]
(3)

The penalty is to narrow the gap between the real and the
fake, e.g., the real is very large but the fake is very small, or the
real is negative but the fake is positive. Typically, the penalty
of the second case is larger than the first.

To train GAN rapidly and stably, two sketches described
the rough outline of the fingerprint database are proposed as
the network’s conditions. Although the simplest sketch is the
real data, it would lead to overfitting and make the network
instable.

With real RPs, sketches are the same as the fingerprint
database but without real RSS values replaced by sk,jCi , whose
value is set to 0, 1, or a mean value. The value 0means that the
real RSS is valid and 1 is on the contrary. Straightforwardly,
the mean value can be set equally to the average value of
the real data heard from an AP in a RP. If so, the sketch is
so perfect as to overfit, and the network loses to learn data
fluctuation feature and others. Alternatively, themean is set to
the mean value of the Gaussian Model on the assumption that
RSSs heard from an AP in a RP obey Gaussian distribution.
In this case, RSSs heard from the same AP in different
RPs obey GaussianMixtureModels (GMMs).With unknown
distances between AP and RPs, each Gaussian model’s mean
can be calculated by the expectation maximization (EM)
algorithm [61] shown as Algorithm EM.

Algorithm EM
GMM Definition:

P
(
RkCi

)
=

∑L

l=1
αlφ

(
RkCi | θl

)
(4)

where l = 1, 2, · · · ,L, L is the count of GMMs; αl > 0
and

∑L
l=1 αl = 1; φ

(
RkCi | θl

)
is the lth Gaussian model

with unknown argument θl(µl, σ 2
l ), where µl , σ

2
l are the

mean and variance.
Inputs: the RSS fingerprint matrix R, GMMs.
Outputs: arguments of GMMs.
• Step 1: initializing the rough values of αl , θl and L with
R.

• Step 2 is the expectation step (E step): calculating the
expected value of γ kl .

//γ kl is defined as the unobserved latent variable repre-
sented the distance between the kth AP and ith RP, and
initialized with 0 or 1 (1: the observed data RkCi belongs to
the lth model, 0: the others).

γ̄ kl = E
(
γ̄ kl |R

k
Ci , θl

)
=

αlφ
(
RkCi | θl

)
∑L

l=1 αlφ
(
RkCi | θl

) (5)

• Step 3 is the maximization step (M step): calculating
the parameters to maximize the maximum likelihood
of the GMM.

µ̄l =
∑N

i=1 γ̄
k
l .R

k
Ci

/∑N
i=1 γ̄

k
l

σ̄ 2
l =

∑N
i=1 γ̄

k
l .
(
RkCi − µ̄l

)2/∑N
i=1 γ̄

k
l

ᾱl =
∑N

i=1 γ̄
k
l

/
N

(6)

• Step 4: iterating step 2 and step 3 until convergence.

Under the condition of virtual RPs without the real or fake
data, the value sk,jCi is set to 0 directly when a virtual RP’s
two neighbor RPs are both heard from an AP, and set to
1 otherwise. After generating, it can be set to 0,1, or a mean
value estimated by Algorithm EM with the fake data.

All abovementioned sketches are defined as the complete
sketches since their structures are the same as the finger-
print databases. Hence, the sketch values not 1 are randomly
dropped with a special percent (dropout rate) and set to 1 to
prevent overfitting further. If all sketch values are dropped,
the sketch is defined as non-sketch, and it’s the same as no
outline condition. Simply, the sketch with value 0 or 1 is
defined as 0-1 Sketch, and the other with the mean value or
1 is defined as Gaussian Sketch.

With a virtual RP, the number of the value 0 in 0-1 Sketch
or the mean value in Gaussian Sketch is almost equal to the
number of APs heard in the real scenes. Since, normally,
the distance between its two neighbor RPs is much smaller
than AP’s communication distance, and all three RPs are in
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the similar scenario at the same time. Hence, all complete
sketches are trimmed with the uniform dropout rate.

C. DATA AUGMENTER
In the training phase, the remainder is to design a train-
ing mode with a certain network and its inputs, objective
function, conditions, etc. In this section, two algorithms
with different training modes are proposed and defined as
Algorithm 1 and Algorithm 2 separately. Phenomenally,
Algorithm 1 is trained with the real data only once, however,
the other is trained iteratively with both the real and the fake
data. Their structures are shown in Fig. 1, and their steps and
corresponding illustrations are defined.

FIGURE 1. Structures of algorithm 1 and algorithm 2.

III. DATA AUGMENTER QUANTITATIVE EVALUATION
MEASURES
In this section, several quantitative measures are proposed
to evaluate performances of these algorithms with varying
sketches.

A. PROPORTION HEARD SIMULTANEOUSLY (HP)
It describes the fake data quality in a low resolution. In the
training phase, a fake RSS should be smaller than the constant
c when its corresponding real data heard from the kth AP is
valid in the same RP.

HP =

∑NB
i=1

ni
Ni

NB
(7)

where NB is the batch size of the real; ni is the count that RSS
values are smaller than the constant c simultaneously in the
fake set and the real set; Ni is the count where the real values
smaller than the constant c. HP is a meaningful value when

Algorithm 1 Progressive RSS Data Augmenter
• Step 1: initializing variables in Table 1, a sketch and
the objective level Lc.

//Lc =
⌈
avr (d0i)

/
avr

(
dLci

)⌉
avr

(
dLci

)⌉
//avr (d0i) is the

mean distance of neighbor RPs in the initial level 0;
avr

(
dLci

)
is the mean distance in the target level Lc.

• Step 2: training the conditional GAN.
• Step 3: calculating coordinates of virtual RPs at the lth
level.

//any virtual RP is the center or the inflexion of neighbor
RPs.
• Step 4: generating the fake RSS by the trained gener-
ator G with the sketch.

updating the sketch with the generating data; //since RSS
and its corresponding information of RPs including the real
and fake are different in each level.
setting l = l + 1.
• Step 5: iterating step 3 and step 4 until l = Lc.

Algorithm 2 Cyclically Progressive RSS Data Augmenter
• Step 1: initializing variables in Table 1, a sketch and
the objective level Lc.

• Step 2: training the conditional GAN.
• Step 3: calculating coordinates of virtual RPs at the lth
level.

• Step 4: generating the fake RSS by the trained gener-
ator G with the sketch.

mixing the new fake RSS with the existing data, and updat-
ing variables in Table 1.
updating the sketch with the generating data.
setting l = l + 1.
• Step 5: iterating from step 2 to step 4 until l = Lc.

the network is stable, because it would be larger than one at
the beginning. To avoid this invalid case, its maximum value
is set to 1. As an artificial index, it represents a penalty of the
generator’s loss function in the opposite sign case.

B. RATIONAL FLUCTUATION PROPORTION (RFP)
RSS heard from an AP in a fixed RP obeys the Gaussian
distribution. This index indicates that the fake should obey
the same Gaussian distribution as the real in the same scene.
It is also used in G’s loss function as a penalty to generate
valid values.

RF =

∑NB
i=1

ni
Ni

NB
(8)

where ni is the count of the fake while it is between µkl − σ
k
l

and µkl +σ
k
l , and µ

k
l and σ

k
l are the mean and variance of the

Gaussian distribution, and calculated by the Algorithm EM
with the kth AP’s RSSs in a RP;Ni is the count of the real
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valid values of the kth AP which are smaller than the constant
c in the same RP.

C. DIVERSITY SCORE (DS)
As usually, very small RSS is invalid and it can be considered
as the constant c. This index represents the case that the real is
very small (e.g. -90dB) but the fake is constant c, and the case
that the real is constant c but the fake is very small. It indicates
the network’s generalization ability.

DS =

∑NB
i=1 ni
NB

(9)

where ni is the count of diverse data in both cases above.

D. INCEPTION SCORE OF RSS (RIS)
In the image area, Inception Score [62] is perhaps the
most widely adopted score for GAN evaluation. It uses a
pre-trained neural network (the Inception Net [63] trained
on the ImageNet [64]) to capture the desirable properties
of generated samples: highly classifiable and diverse with
respect to class labels. In the WiFi-based localization area,
the score uses Bayesian classifier [65] instead of the Inception
Net.

It measures the average KL divergence between the condi-
tional label distribution p(c | y′) of samples and the marginal
distribution p (c) obtained from all the samples. It favors low
entropy of p(c | y′) (better sample quality) but a large entropy
of p(c) (high diversity).

exp(Ex[KL(p(c | y′)||p(c))])

= exp(H (c)− Ex[H (c | y′)]) (10)

where H (c) represents entropy of variable c; and p (c) is the
marginal distribution:

p (c) ≈
1
N

∑N

n=1
p
(
c | y′n = G (zn)

)
(11)

The conditional label distribution p
(
c | y′

)
can be calcu-

lated by Bayesian:

p
(
c | y′

)
=

p
(
y′ | ci

)
p (ci)∑N

i=1 p (y′ | ci) p (ci)
(12)

where y′ is the fake RSS vector; c is the localization label
vector, and ci is the coordinate of ith RP; p (ci) obeys uniform
distribution (1,N ), N is the count of RPs.
Supposing that RSSs heard from APs in one same RP are

independent, p
(
y′ | ci

)
can be calculated by:

p
(
y′ | ci

)
= p

(
y′1 | ci

)
× p

(
y′2 | ci

)
× · · · × p

(
y′m | ci

)
(13)

where m is the count of APs heard by a sensor in fixed RP
andm is smaller than or equal toM ;p

(
y
′

i | ci
)
obeys Gaussian

distribution (µy
′

i
, σy

′

i
) calculated by the Algorithm EM with

data samples.

E. SPARSE PROPORTION (SP)
Under the conditions of the same fingerprinting matching
method and the given accuracy metric (i.e. 1 meter), it needs
N RPs without a data augmenter and n RPs in this paper.
Hence, SP is defined as 1 − n/N . By fixed conditions,
the larger SP is, the better. It indicates data augmenters’
effects directly and validly.

IV. EXPERIMENTS AND RESULTS
In this section, we evaluate performances of the two algo-
rithms with different sketches in two aspects: quantitative
evaluation measures and localization accuracy. Meanwhile,
we analyze the influences of sketches’ dropout rates on the
algorithms. The results are valuable and help to select an
algorithm with a sketch to generate more valid RSS data in
a specific application scene.

A. EXPERIMENTAL ENVIRONMENT
Indoor experiments were conducted in our working room
with a size of approximately 21m by 13m, whereWiFi signal
is available through installed APs (total 10 in test). There are
many obstacles (e.g. desks, chairs, persons, cabinets, etc.) and
walls, forming the complex radio propagation environment,
as shown in Fig. 2. 120 RPs were collected and the distances
between two adjacent RP fluctuated from 0.8 m-3.2 m due to
the specific distribution of obstacles. Three testers equipped
with different Android phones, including a Samsung Galaxy
S9, a RealmeX and a HuaweiMate20, participated in the data
collection simultaneously. In the offline phase, the dataset
was collected over two days, while each tester stayed at one
RP in five minutes. In the online phase, each tester walked at
one meter per second repeatedly to collect test data.

FIGURE 2. The indoor environment.

B. NETWORK ARCHITECTURE
To analyze efforts of the two algorithms, six networks are
defined in Table 2, and they have the same architectures
shown in Table 3 and Table 4. Architectures of G and D
are designed by the empirical evaluation [66] and experiment
effects. In Table 3 and Table 4, kernel size is described in
format [height (h), width (w), stride], input shape is h × w
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TABLE 2. Network defines.

TABLE 3. Generator architecture.

TABLE 4. Discriminator architecture.

and output shape is h × w × channel. Other arguments of
the architectures are set as follows: Batch Size=64, Train-
ing Epoch=100, Learning Rate=0.0002 and optimizer is
Adam.

The training PC is equipped with Intel(R) Xeon(R) CPU
E5-1620 v4 CPU, 32GB memory, a Nvidia TITAN Xp dis-
play card, 500GB SSD and 2TB disk.

C. INFLUENCES OF SKETCHES ON GENERATING RESULTS
In this part, the key point is to analyze influences of sketches
with different dropout rates on Algorithm 1. We train GAN,
CGAN and GGAN with real data collected in all 120 RPs.
Here, we do not analyze the influences on Algorithm 2,

because: a) the real data is enough to train networks,
b) it’s better to illustrate influences of varying parame-
ters on generators directly and clearly with only real data,
c) Algorithm 2 has a variable data volume due to the fake,
so it’s hard to illuminate results, and d) we analyzed the
localization accuracies after proper parameters were selected
in the next part, and they can illustrate the two algorithms’
performances directly.

We changed the dropout rate of sketches from ten percent
to 1. It means that a certain percent of APs aren’t heard
in sketches but heard in reality. Meanwhile, considering the
room size, receiver can hear from almost all APs anywhere
(either the real or the virtual RP). So, the dropout rate of
sketches is set uniformly in the real and fake cases.

To illustrate directly, we selected the reserving rate (100 -
dropout rate) in Fig. 3. We provided the source code and
common dataset on the website https://github.com/shutaozh/
data_augmenter_with_CGAN. Results are shown in Fig. 3.

Some conclusions based on Fig. 3 are shown as follows.

1) The quality of data generated by either CGAN or
GGAN is better than GAN due to the conditions from
artificial experiences.

2) All three networks’ diversities are poor, due to the
generator’s penalty is inclined to the data quality.

3) HP, RFP and RIS are good once the dropout rate is
smaller than 0.6. When the dropout rate is one or close
to 1, sketches are hard to describe the outline of the fin-
gerprint database. In this case, either CGAN or GGAN
is nearly equal to GAN.

4) CGAN is nearly equal to GGAN since features of the
real data are learned by the adversarial networks auto-
matically, and element values of sketches have almost
no effects on qualities of the generating data.

Meanwhile, the convergence rate of GAN is slower than the
others, and GGAN is trained fastest. And, GAN diverged
many times in a limited epoch.

D. LOCALIZATION ACCURACY AND SP ANALYSIS
We selectedKNN,which is seriously relied on the RP’s count,
to analyze localization accuracies of the two algorithms.
we varied the RP count from ten percent to hundred percent
of all 120 RPs, by the way of scaling up the distance between
adjacent RPs.

TABLE 5. Localization accuracy by varying RPs.
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FIGURE 3. Indicators of the three networks by varying APs. (a) HP index.
(b) RFP index. (c) DS index. (d) RIS index.

Based on the above part, we set dropout rate as 0.4, and
set k=3 and Euclidean distance of KNN. Results are shown
in Table 5.

Conclusions are shown as follows.
1) Localization accuracies of any data augmenter except

GAN are better than no augmenter when the percent
is larger than 20 and smaller than 80. Reasons are:
a) all networks are good as long as the training data
is enough, b) the fake data is valid except GAN, and
c) accuracies are depended on KNN after RPs are
enough.

2) Algorithm 1 (CGAN or GGAN) has poorer perfor-
mance than Algorithm 2 (Re-CGAN or Re-GGAN) as
the percent is smaller than 70. The reasons are that the
real and the fake data enrich the fingerprint database for
cyclically training in Algorithm 2, and the networks of
Algorithm 2 have strong antijamming capability to the
fake.

3) Algorithm 1 is better than Algorithm 2 when the per-
cent is larger than 60. The reasons are: a) the data
is enough to train all networks, and b) it has a little
influence of the inaccurate fake data on generator’s
parameters in Algorithm 2.

4) Algorithm 1 is robust and can improve the localization
accuracy after the percent is larger than 80. However,
the improvement is limited due to KNN.

5) Fixed localization accuracy index, SP can be inferred
by Table 4, and SP of Algorithm 1 is larger than SP of
Algorithm 2 when the accuracy index is high and vice
versa.

During the experiments, Algorithm 2 is much slower than
Algorithm 1 because of training generative adversarial net-
works repetitively. Typically, augmenter based on Re-GGAN
is slowest than others due to the Gaussian sketch. Though
Re-GAN was defined, the results are not shown here due to
the poor performance of the fake data by GAN.

V. CONCLUSION
To establish the WiFi-based fingerprint database under the
condition of sparse RPs, a novel data augmenter based on the
conditional adversarial network is proposed. To illustrate its
effects, we proposed two algorithms with different sketches,
and defined five quantitative evaluation metrics based on
the artificial experiences and the data features. Experiments
demonstrate:

1) The data augmenters trained with sketches can generate
valid fake data to construct fingerprint database with sparse
RPs.

2) The fake data is beneficial to improve the localization
accuracy;

3) In the comprehensive point of view, Algorithm 1 with
the 0-1 sketch is more effective and stable than others;

4) We also found that all of adversarial networks with-
out gradient penalty were hardly convergent in a limited
epoch. The quantitative evaluation metrics are significant to
improve the network quality and the data.
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In the future, a new localization mapping approach
should be studied to improve accuracy with the fake data.
Meanwhile, combining our algorithm with some other fitting
or interpolation methods to construct fingerprint database
with extremely little RPs.
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