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ABSTRACT In view of the lack of feature complementarity between the feature layers of Single Shot
MultiBox Detector (SSD) and the weak detection ability of SSD for small objects, we propose an improved
SSD object detection algorithm based on Dense Convolutional Network (DenseNet) and feature fusion,
which is called DF-SSD. On the basis of SSD, we design the feature extraction network DenseNet-S-32-1
with reference to the dense connection of DenseNet, and replace the original backbone network VGG-16 of
SSD with DenseNet-S-32-1 to enhance the feature extraction ability of the model. In the part of multi-scale
detection, a fusion mechanism of multi-scale feature layers is introduced to organically combine low-level
visual features and high-level semantic features in the network structure. Finally, a residual block is
established before the object prediction to further improve the model performance. We train the DF-SSD
model from scratch. The experimental results show that our model DF-SSD with 300 x 300 input achieves
81.4% mAP, 79.0% mAP, and 29.5% mAP on PASCAL VOC 2007, VOC 2012, and MS COCO datasets,
respectively. Compared with SSD, the detection accuracy of DF-SSD on VOC 2007 is improved by 3.1%
mAP. DF-SSD requires only 1/2 parameters to SSD and 1/9 parameters to Faster RCNN. We inject more
semantic information into DF-SSD, which makes it have advanced detection effect on small objects and

objects with specific relationships.

INDEX TERMS DenseNet, feature fusion, multi-scale object detection, SSD.

I. INTRODUCTION

Object detection is one of the important research topics in the
field of computer vision. The main task is to locate the object
of interest from the image, and it is necessary to accurately
judge the specific category and location information of each
object. In recent years, object detection has been widely used
in intelligent video monitoring [1], [2], fault detection [3], [4],
medical treatment [5] and other fields. Since AlexNet [6]
proposed by Krizhevsky et al. made a significant improve-
ment on ImageNet [7] in 2012, various deep learning methods
represented by convolutional neural networks (CNNs) have
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been widely applied in many visual tasks, including object
detection.

As an object detection algorithm based on deep learning,
Single Shot MultiBox Detector (SSD) [8] has high perfor-
mance in both detection accuracy and detection speed. SSD
algorithm is proposed by Liu W et al. in 2016 to solve
the problem of insufficient detection accuracy of YOLO [9]
series algorithm in object positioning. Its main idea is to
sample densely and evenly at different locations of the image.
SSD draws on the concept of anchor in Faster R-CNN [10].
At the time of sampling, the object bounding box is predicted
by priori boxes of different scales and aspect ratios, then the
feature is extracted by CNN and then classified and regressed
directly. The whole process only needs one step.
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SSD adopts the feature layer group of the pyramid struc-
ture for object detection. The high-level feature maps with
large receptive field are used to predict large targets, and
the low-level feature maps with small receptive field are
used to predict small targets. However, the feature layers of
different scales are independent, lacking the complementarity
of features between feature layers, which makes SSD less
effective in both general object detection and small object
detection tasks. The idea to solve this problem is to fuse
the high-level semantic information with the low-level detail
information. Therefore, in order to enhance the representation
ability of low-level feature maps, we map high-level feature
maps rich in semantic information in SSD network structure
to low-level networks by deconvolution. In addition, atrous
convolution is used to make the low-level feature maps have
high enough resolution to obtain the location information of
objects. Experimental results show that our detector improves
the small objects detection capability of SSD. DF-SSD has
advanced detection effects for small objects and objects with
specific relationships.

SSD adds a convolutional predictor after each feature map
used for detection, which is composed of one 3 x 3 bound-
ing box regression convolution layer and one 3 x 3 class
label prediction convolution layer. We design the residual
prediction module following the design idea proposed by
Lee et al. [11], which is to encourage features to be passed
along the feature extraction network. We use 1 x 1 small
convolution filter to predict object categories and offsets in
bounding box locations, thus reducing the calculation cost
while maintaining the detection accuracy.

In order to obtain higher accuracy, most of the current
object detection models fine-tune networks pre-trained on
ImageNet. But there are two problems with using a pre-
trained network model. First, the pre-training will limit the
network structure design space, and the number of parameters
and calculation of the pre-training network model is large,
so the network structure cannot be adjusted to adapt to more
computationally limited scenarios. Second, the loss function
and category distribution of classification and detection tasks
are different, so the optimization space is also different [12].
DSOD [13] is the first object detection model to realize the
training from scratch. The author’s experiments show that the
two-stage detection models based on region proposals will
not converge if it is trained from scratch. However, the author
uses the proposal-free model SSD to obtain advanced accu-
racy and speed. So we train our models from scratch.

One of the design principles of DSOD is deep supervision,
whose fundamental idea is to provide an integrated objective
function, that is, the loss function should provide supervisory
signals to both the output layer and the non-output layer. Both
ResNet [14] and DenseNet [15] have skip-connection, which
satisfy this requirement. We design the feature extraction
network DenseNet-S-32-1 based on the idea of DenseNet.
On the one hand, it satisfies the condition of depth monitor-
ing. On the other hand, it greatly reduces the number of model
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parameters and improves the feature extraction capability of
the backbone network.

In summary, the main contributions of this paper are listed

as follows:

1) We propose an improved SSD object detection
algorithm DF-SSD. Feature extraction network
DenseNet-S-32-1 is designed to replace the original
backbone network VGG-16 of SSD. We propose a
novel feature fusion module to inject more context
information into the pyramid feature layers. A residual
prediction module is added for each feature layer used
for detection.

2) We train our models from scratch. Using less train-
ing data, our detector DF-SSD achieves competi-
tive or even better performance on common datasets
(PASCAL VOC and MS COCO) than other state-of-
the-art pre-training models.

3) DF-SSD has advanced detection effects for small
objects and objects with specific relationships.
It requires only 1/2 parameters to SSD and 1/9 param-
eters to Faster RCNN, which shows great application
potential for resource-limited scenarios.

Il. RELATED WORK

A. OBJECT DETECTION METHOD BASED

ON DEEP LEARNING

Currently, object detection methods based on deep learn-
ing are mainly divided into two categories: one is based
on region proposal, also known as two-stage algorithms.
The other is the one-stage algorithms based on regres-
sion. The object detection algorithm based on region pro-
posal divides the detection problem into two stages. First,
region proposals are extracted from the input images accord-
ing to the region selection algorithm (such as Selective
Search [16], Edge Box [17], etc.). Second, region propos-
als are classified and position adjusted to output the target
detection results. Although this kind of algorithm has high
accuracy, its detection speed is slow, which is difficult to
meet the real-time requirements of some scenes. Typical
representatives include R-CNN [18], Faster R-CNN, and
R-FCN [19].

However, the regression-based object detection algorithm
has more advantages in terms of speed. For a given input
image, it needs to be processed only once, and the tar-
get border and category of this position can be regressed
in multiple positions of the image. Typical representatives
are YOLO and SSD. YOLO mainly classifies and locates
objects of different scales on the single scale feature layer,
which makes the burden of the feature layer too large.
SSD extracts default boxes on multiple feature layers of
different scales to complete detection and location of tar-
gets of different sizes. It can achieve 74.3% mAP on VOC
2007 datasets with a processing speed of 46 FPS. Both
the mAP indicator and the detection speed have higher
performance.
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B. FEATURE EXTRACTION NETWORK

Recently, with the rapid development of CNN, a large number
of highly efficient models have emerged in academic circles,
such as VGGNet [20], GoogleNet [21], and ResNet. How-
ever, with the deepening of the number of network layers,
the pretransmit signals and gradient signals in the training
process of the network may gradually disappear after pass-
ing through many layers [22]. Many excellent papers have
focused on solving this problem. For example, ResNets and
Highway Networks [23] all propose a skip-layer technique to
enable the high-speed flow of signals between the input and
output layers.

DenseNet maximizes the information flow between all lay-
ers in the network through a new connection manner, that is,
each layer in the network is directly connected to all the layers
in front of it, so that the features of all the previous layers are
used as the input of this layer to realize feature reuse. In addi-
tion, DenseNet also has the advantages of effectively solving
gradient disappearance, enhancing feature propagation and
substantially reducing the number of parameters, which can
be well applied to various computer vision tasks based on
convolution features, such as [24], [25].

Shen et al. [13] design DS/64-192-48-1 to replace the
backbone network VGG-16 by referring to DenseNet’s dense
connection on the basis of SSD, and adopt the training method
from scratch to improve the situation that pre-training weights
are often required to be loaded during model training. This
paper mainly discusses the model design principle of train-
ing from scratch, without paying attention to the detection
performance of SSD on small objects.

C. MULTI-SCALE OBJECT DETECTION
Feature fusion of different scales is a very effective strategy
to realize feature complementarity between feature layers of
SSD, which is also confirmed by Feature-Fused SSD [26] and
FSSD [27]. SharpeMask [28] and FPN [29] fuse feature lay-
ers of different scales through top-down structures to generate
new feature layers for classification and position regression.
The low-level feature maps of SSD lacks sufficient context
information, which makes it less effective in small object
detection. In 2017, Rainbow SSD [30] proposed by Jeong
fuses feature maps with simple concatenation and decon-
volution, making full use of the direction information of
the feature maps. These improvements make Rainbow SSD
suitable for small targets detection. The authors of DSSD [31]
point out that an effective strategy to improve the accuracy of
object detection algorithm is to design a reasonable network
structure and introduce more semantic information into the
feature layer. Therefore, DSSD replaces the SSD backbone
network VGG-16 with ResNet-101 [14], and uses deconvolu-
tion structure to introduce stronger semantic information for
feature layers. It achieves 81.5% mAP test results on VOC
2007 datasets, but seriously sacrifice detection speed.
Recently, some studies have shown that receptive field
plays an important role in improving the performance
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of multi-scale object detection algorithms [32]-[35]. For
example, inspired by the Atrous Spatial Pyramid Pooling
(ASPP) [36], literature [32] and [33] introduce the method
of gathering features through atrous convolution for object
detection. While traditional CNN method increases semantic
information or receptive field through a series of convolution
filters and pooling layers, but it will reduce the resolution
of image features, which is not conducive to accurate object
location and detection.

Ill. DF-SSD

The network structure of DF-SSD can be divided into two
parts: the backbone network DenseNet-S-32-1 (a variant of
DenseNet) for feature extraction and the front-end network
(including feature fusion module and residual prediction
module) for object detection on multi-scale feature maps. The
structure of the entire model is shown in Fig. 1.

Our model input size is 300 x 300. The purple module
in Fig. 1 is the residual prediction block. In the original
SSD, the author select Conv4_3, Conv7 of VGG-16 and
the newly added layers Conv8_2, Conv9_2, Conv10_2,
and Conv11_2 for object classification and location regres-
sion. We construct multi-scale feature layers according to
SSD. Under the premise of ensuring accuracy, for the
detection speed, we use our own feature fusion mod-
ules Conv4_Fu, Conv7_Fu, Conv8_Fu, Conv9_Fu and
Conv10_2 and Conv11_2 in the original SSD for target detec-
tion. The feature sizes of the feature layer group composed of
these six scales are 38 x 38,19 x 19,10 x 10,5 x 5,3 x 3,
and 1 x 1, which is the same as original SSD. The two parts
of DF-SSD detector are described in detail below.

A. BACKBONE NETWORK REPLACEMENT
The backbone network of DF-SSD is DenseNet-S-32-1,
which is obtained by certain modification of DenseNet.
Where S denotes the stem block, 32 denotes the growth rate
k = 32 in dense blocks, and 1 denotes the compression
factor & = 1 in transition layers. The network structure of
DenseNet-S-32-1 is shown in TABLE 1.

The whole backbone network consists of a stem block and
a four-stage feature extractor. Both stage (1) and stage (2) use
a 2 x 2 max pooling layer with stride = 2. The stage (3)
and stage (4) use a transition w/o pooling layer. A four-
stage structure is a commonly used structure in the large
model design. ShuffleNet [37] uses a three stage structure
and shrinks the feature map size at the beginning of each
stage. Although this can effectively reduce computational
cost, we argue that early stage features are very important
for vision tasks, and that premature reducing the feature map
size can impair representational abilities. Therefore, we still
maintain a four-stage structure.

1) STEM BLOCK

Motivated by Inception-v4 [38] and DSOD, we design an
efficient stem block structure before the first dense block,
as shown in Fig. 2.
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FIGURE 1. Network structure of DF-SSD. We design the DenseNet-S-32-1 and use it to replace the SSD backbone network VGG-16. ConvX_Fu is
the feature fusion module designed by us, and the specific fusion method is shown in Fig. 5. The purple module is the residual prediction block

that we added, namely ResBlock.
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300x300x3

FIGURE 2. Structure of stem block.

The experimental results show that, compared with the
original design in DenseNet (a 7 x 7 convolutional layer and
a 3 x 3 max pooling before the first dense block), the stem
block we designed can reduce the information loss from raw
input images, effectively improve the ability to express fea-
tures without increasing the computational cost, which is also
confirmed by DSOD. However, unlike DSOD, we designed a
two-way stem block structure that borrows from the parallel
structure and asymmetric convolution kernel structure used in
Inception-v4 to reduce the calculation amount while keeping
the loss of feature information small enough.

2) COMPOSITE FUNCTION
We use the composite function of the original DenseNet,
which consists of three consecutive operations: Batch Nor-
malization (BN), followed by a Rectified Linear Nnit (ReLU)
and a convolution (Conv).
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TABLE 1. DenseNet-S-32-1 architecture.

Stage Layers Out;o(;l(; XS;(Z)S 5131‘;put Specification
stem block 75x75%64
dense block (1) 7575056 (SR |6
Stage (1
ge () 75%x75%256 1x1 conv
transition layer (1) 38x38%256 2x2 max pool,
stride 2
dense block (2) 38x38x512 (gxxlfc‘z)‘}lvv)xs
Stage (2
g ) 38x38x512 1x1 conv
transition layer (2) 19%19%512 2x2 max pool,
stride 2
dense block (3) 19x19x768 (gxxlfc‘z)‘}fv)xs
Stage (3)
transition w/o pooling 19%19x768 1x1 conv
layer (1)
dense block (4) 19%19x1024 (gxxlfc%‘}lvv)xs
Stage (4)

transition w/o pooling
layer (2)

Growth rate k = 32 in each dense block. Note that each “conv” layer shown

19x19%x1024 1x1 conv

in the table corresponds the composite function sequence BN-ReLU-Conv.

3) TRANSITION W/O POOLING LAYER

In the original design of DenseNet, each transition layer
contains an average pooling operation to down-sample the
feature maps. The number of dense blocks is fixed (4 dense
blocks in all DenseNet architectures) if one wants to maintain
the same scale of outputs. The only way to increase network
depth is to add layers to each of the dense blocks of the
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original DenseNet [13]. Therefore, we also use the transition
w/o pooling layer to eliminate the layer limitation of each
of the dense blocks of the DF-SSD network structure, which
makes the network deeper and has stronger feature extraction
capability, and the final feature map resolution is not reduced.

4) GROWTH RATE

The growth rate refers to the number of 3 x 3 convolution
kernels in the last dense block, denoted as k. Since each dense
block is finally connected in a concatenation manner, the fea-
ture dimension of the next layer will increase by k after each
dense block. The larger its value means the greater the amount
of information circulating in the network, and the stronger
the network performance, but the size and computation of the
entire model will also increase. We use two settings, k = 16
and k = 32.

5) BOTTLENECK LAYER

We also introduce 1 x 1 convolution as the bottleneck layer
before each 3 x 3 convolution, so as to reduce the number of
input feature maps and improve the calculation efficiency.

6) COMPRESSION

To further improve model compactness, DenseNet use com-
pression factor (0 < 6 < 1) to reduce the number of
feature maps at transition layers. If a dense block contains
m feature maps, the following transition layer will generate
|6m] output feature-maps. Experiment in DenseNet shows
that the compression factor 8 can impair feature expression.
Therefore, we set the compression factor 6 = 1, that is, keep
the number of feature maps across transition layers constant.

B. FRONT-END PREDICTION NETWORK

In this paper, feature fusion and reuse between different layers
are enhanced by replacing feature extraction structure and
redesigning the front-end prediction network, which includes
multi-scale fusion module and residual prediction module.

1) MULTI-SCALE FEATURE FUSION
SSD adopts multi-scale feature layers for object classification
and location. The low-level feature maps have the character-
istics of high resolution and small receptive field, which can
well represent the detail information such as the texture and
edge of the image. This is beneficial to object positioning, but
its weak global semantic features are not conducive to object
classification. On the contrary, the high-level feature maps
can provide rich semantic information, which is beneficial to
object classification, but the low resolution of the high-level
feature maps is not good for the object location task [39].
Our multi-scale fusion module takes full advantage of
the relationship between different feature layers. On the
one hand, atrous convolution is used to fuse the low-level
feature maps and the high-level feature maps. This can sig-
nificantly improve the receptive field range of the classifi-
cation network, which is beneficial to the model to learn
more global information. On the other hand, the semantic
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information of the high-level feature maps is integrated into
the low-level feature maps by using deconvolution, which is
conducive to the small target detection of the low-level feature
maps and enhances the semantic representation ability of the
model. This multi-scale fusion module enables the front-end
prediction network to take into account the different scales of
objects and enhance the generalization ability of the model.

a: ATROUS CONVOLUTION

The atrous convolution operation is equivalent to inserting
spaces between the convolution kernel elements, where a
new super parameter dilation is introduced, and the value of
(dilation — 1) is the number of spaces inserted. Assuming
that the original convolution kernel size is k, then the new
kernel size n after inserting (dilation — 1) spaces is:

n=k+(k—1) x (dilation — 1) (1

After performing the atrous convolution, the receptive field
ris:

;= |:2(dilati0n/2)+2 _ 1] % [z(dilation/2)+2 _ 1] )

Fig. 3 (a) is an atrous convolution operation with k = 3 and
dilation = 1, which is equivalent to a convolution operation.
The 3 x 3 region is the receptive field range of the current
convolution. Fig. 3 (b) is an atrous convolution operation with
k = 3 and dilation = 2. According to (1) and (2), the new
convolution kernel size after the atrous convolution operation
is 5 x 5. Compared with Fig. 3 (a), the receptive field r is
expanded to 7 x 7 without loss of feature information.

()

FIGURE 3. Atrous convolution operation.

b: DECONVOLUTION

Fig. 4 (a) is the convolution calculation process with input
size of 5 x 5, filter size of 3 x 3, stride of 2, padding of 1,
and output size of 3 x 3. Fig. 4 (b) is the deconvolution
process corresponding to the convolution operation in Fig. 4
(a), whose input size is 3 x 3 and output is 5 x 5. The relation
between input and output of deconvolution is as follows:

d=[s(i—1D+k—2p] x[s(i—1)+k—2p] 3)

where,
s : Moving step or stride.
i : The feature size of the input.
k : The size of the convolution kernel.
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FIGURE 4. Convolution and deconvolution operation.

p : Padding.

d : The feature size of the output.

For example, in Fig. 4 (b),i =3,s =1,k =3,andp =0,
so the outputd =5 x 5.

We consider that the fusion of feature maps with too
small resolution has basically no improvement in detection
accuracy, but will slow down detection speed. And SSD
generally uses low-level feature map to detect small targets.
Therefore, only the feature maps of the five scales of dense
block (1), dense block (2), Conv7, Conv8_2, and Conv9_2 are
selected for feature fusion (as shown in Fig. 1). There are
two main methods to fuse different feature maps together:
element-wise summation and concatenation. Element-wise
summation requires that the feature maps be the same size
and must be converted to the same channels, thus limiting the
flexibility of fusing feature maps [40]. In addition, according
to ablation studies on PASCAL VOC 2007, concatenation can
achieve better results than element-wise summation. There-
fore, we use concatenation to perform feature map fusion.

As shown in Fig. 5, Conv4_Fu is a feature layer with
the size of 38 x 38 x 512 formed by the fusion of dense
block (1), dense block (2) and Conv7. Since dense block (1)
has a higher resolution and contains more details than dense
block(2), we use atrous convolution to down-sample dense
block (1). We set the parameters of the atrous convolution
operations as: dilation = 2,k = 3,5 = 2, andp = 1.
We use deconvolution operation to up-sample Conv7 and set
the parameters as: k =2, s =2, and p = 0.

The above operations make the feature map size of the
dense block (1) and Conv7 the same as that of the dense
block (2). In order to further study the object features,
we carry out convolution operation on each of the three
modules. The parameters of this convolution operation are:
k =3,s =1, and p = 1. Since there is a large gap between
the data dimension distribution of the low-dimensional fea-
ture layer and the high-dimensional feature layer, the direct
fusion effect is not good, so the Batch Normalization layer is
added for normalization processing. The three feature maps
are activated before concatenation process. Finally, the con-
volution operation with convolution kernel size of 1 x 1 is
used to reduce the dimension of the fusion module to generate
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the final feature fusion layer. The other feature fusion layers
Conv7_Fu, Conv8_Fu, and Conv9_Fu have similar fusion
processes.

2) RESIDUAL PREDICTION MODULE

SSD use a set of convolutional filters at each feature layer for
detection to produce a fixed set of predictions. For a feature
layer with a size of m x n with p channels, use the convolution
kernel of 3 x 3 x p to perform the convolution operation to
obtain a category score or a shape offset relative to the default
box coordinates.

MS-CNN [41] points out that improving the subnetwork
of each task can improve the accuracy. Following this prin-
ciple, we improve the convolution predictor of SSD. That is,
by adding a residual block, or ResBlock, to each prediction
layer, so that the gradient of the loss function does not flow
directly into the backbone network. Residual prediction block
allows us to apply 1 x 1 convolution kernel to predict category
scores and box offsets. Our experiments show that the use of
ResBlock reduces the computational cost while the detection
accuracy is improved. The structure of ResBlock is shown
in Fig. 6.

C. TRAINING SETTINGS

1) TRAINING STRATEGIES

All our models are train from scratch by the deep learning
framework Caffe [42] on NVIDIA Titan X GPU. The advan-
tage of training from scratch is that it is not necessary to rely
on the pre-training model on classification dataset to initialize
the network as most models do. After all, classification and
detection are different visual tasks. In the training process,
we can fully consider the characteristics of the detection
datasets to avoid the impact of other datasets on the network
initialization. Following DSOD, since each scale of DF-SSD
feature fusion modules is all concatenated from multiple
resolutions, L2 normalization technique [43] is also adopted
here to scale the feature norm to 20 on all output.

Most of our training strategies follow SSD, including scale
and aspect ratios for default boxes, loss functions, data aug-
mentation (e.g., randomly sample a patch and flip horizontal),
and so on. It is worth noting that the latest SSD result,
SSD300* [8], includes a random expansion data augmenta-
tion strategy that has proven very useful for detecting small
targets, and we also adopt this strategy in DF-SSD frame-
work. We adopt the hard negative mining technique of SSD
so that the ratio between positive and negative samples is at
most 3:1, which lead to faster optimization and more stable
training. Other parameter settings such as learning rate and
mini-batch size will be specified in the experiment section.

2) LOSS FUNCTION
The Loss function is the weighted sum of the localization
loss (loc) and the confidence loss (conf):

1
Lix,cl,9) =~ (Leong (x,¢) + oL (x,1,8))  (4)
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FIGURE 5. Multi-layer fusion of the conv4_Fu layer.
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FIGURE 6. ResBlock.

where: N is the number of positive samples of the default
boxes, that is, the default boxes that can be successfully
matched with the real box. If N = 0, wet set the loss to 0.

xj; is an index parameter. When xj; = 1, it means that

ij
the i — th default box matches the j — th ground truth box of
category p.

The localization loss is a Smooth L1 loss between the
predicted box (/) and the ground truth box (g) parameters.
Similar to Faster R-CNN, we regress to offsets for the center
(cx, cy) of the default bounding box (d) and for its width (w)
and height (h).

N
Lipc (x,1,8) = Z Z xgsmoothu (ll’” — g}") 5)
iePos me{cx,cy,w,h}
=g —a) o &= (5 -a”) /e

g =tog (g far) & =tog(si/al)  ©
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Where, smoothy (x)

_ 0.5x2 [x] <1 )
B |x] — 0.5 otherwise

The confidence loss is the softmax loss over multiple
classes confidences (c).

N
Lo (5,¢) = = ) xflog (&) = Y log (&) ®)

iePos ieNeg

where, Ef = exp (cf ) / Zp exp (c{7 ) and the weight term «
is set to 1 by cross validation. We use Stochastic Gradient
Descent (SGD) to optimize the loss function to find the
optimal solution.

IV. EXPERIMENTS

We conduct experiments on PASCAL VOC 2007, PASCAL
VOC 2012 and MS COCO datasets and evaluate state-of-the-
art architectures. These datasets have 20, 20, and 80 target
categories, respectively.

We train our models from scratch on these common
datasets with 0.9 momentum, 0.0005 weight decay, and initial
learning rate 0.1. The learning rate decay policy is slightly dif-
ferent for each dataset, and we will describe details later. The
batch size we used is 128, which beyond the GPU memory
capacity. Therefore, we refer to the training trick of DSOD
implemented on Caffe platform to overcome GPU mem-
ory constraints by accumulating gradients over two training
iterations. All conv-layers are initialized with the ‘““xavier”
method [44]. Model detection performance is mainly evalu-
ated with mean Average Precision (mAP). Other indicators
such as Frame Per Second (FPS) and parameters will also
help us further evaluate model performance.
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TABLE 2. Ablation study on PASCAL VOC 2007 test set.

Transition W/O

Residual Prediction

Method Data Pre-train Pooling K=16 K=32 Stem Block Eltw-sum Concat Module #Parameters mAP
DF-SSD300 07+12 x x N x x x x x 7.M 64.3
DF-SSD300 07+12 x y 3 x x x x x 8.1M 67.2
DF-SSD300 07+12 x y x J x x x x 11.5M 715
DF-SSD300 07+12 x N y x v x x x 8.3M 68.1
DF-SSD300 07+12 x y x y S x x x 11.7M 734
DF-SSD300 07+12 x y x \/ d v x x 13.5M 757
DF-SSD300 07+12 x V x \/ 3 x S x 149M 766
DF-SSD300 07+12 x v x v 3 x S 152M 789
DF-SSD300 07+12+COCO  x d x \/ V x S 152M 814

A. ABLATION STUDY ON PASCAL vVOC 2007

We first conduct ablation study on the PASCAL VOC
2007 datasets and analyze the experimental results of each
component and design module of our DF-SSD detector. The
experimental results are shown in TABLE 2. All experiments
are performed in a consistent setting, except for the inspection
of certain components or structures. We train the models
on VOC 2007 trainval and 2012 trainval (“07 + 12”) joint
training set (16,551 images), and test on the VOC 2007 test
set (4,952 images).

1) TRANSITION W/O POOLING LAYER

From TABLE 2 (rows 2 and 3), we can see that compared with
the case without transition w/o pooling layer (64.3% mAP),
the case with this design layer (67.2% mAP) brings about a
performance improvement of 2.9% mAP, so as to verify the
effectiveness of this layer. That is, increasing the number of
dense blocks without decreasing the resolution of the final
feature maps.

2) GROWTH RATE

When k = 16, the detection accuracy of the model is 67.2%
mAP. While k = 32, the detection accuracy is improved to
71.5% mAP. On the one hand, DenseNet shows that smaller
growth rate can also produce better results. On the other hand,
according to DSOD, we have reason to believe that a larger
growth rate (like 48) can produce better model performance.
But in order to avoid the network becoming very wide and for
the sake of computing costs, we do not set a higher growth
rate. So we set the growth rate of DF-SSD at 32.

3) STEM BLOCK

As can be seen from TABLE 2, the stem block improves the
performance of the model by 0.9% mAP (67.2% vs. 68.1%) at
k = 16, and by 1.9% mAP (71.5% vs. 73.4%) atk = 32. This
proves the usefulness of this component, that is, using the
stem block can reduce the loss of information in the original
input image.
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4) FEATURE FUSION MODULE

The element-wise summation and concatenation fusion meth-
ods increase the model performance by 2.3% mAP and
3.2% mAP, respectively (rows 6, 7, and 8), and concatenation
is better than element-wise summation with a margin of
0.9 points. Therefore, we chose concatenation as the feature
fusion method of DF-SSD.

5) RESIDUAL PREDICTION MODULE

By adding the residual prediction module, the model perfor-
mance increase from 76.6% mAP to 78.9% mAP, which is
an improvement of 2.3%. After adding COCO datasets for
training, the module performance is further improved.

B. RESULTS ON PASCAL VOC 2007

We train the models on VOC 2007 trainval and 2012 trainval
(“07 + 12”) joint training set, and test on VOC 2007 test
set. We set the initial learning rate to 0.1 and divide it by
10 after each 20k iterations until the number of training iter-
ations reaches 80k. In order to keep the gradient size of each
layer almost the same, we use “Xavier” method to initialize
all convolution layers. By using this initialization method,
the gradient explosion or dispersion of the last convolution
layer can be avoided. The results of some of state-of-the-art
detectors and our detectors on VOC 2007 test set are shown
in TABLE 3.

1) ANALYSIS OF EXPERIMENTAL RESULTS

By replacing the backbone network VGGNet with DenseNet-
S-32-1, DF-SSD improve detection accuracy by 3.8% com-
pared with SSD300St [13] (73.4% vs. 69.6%), while the
detection speed decrease by half. SSD300Sis a model that
is trained from scratch using VGGNet. It can be seen that
DenseNet has strong feature reuse and extraction ability.

It is worth noting that by adding feature fusion modules
using concatenation, DF-SSD is 3.2% higher than DF-SSD
without feature fusion modules (76.6% vs. 73.4%). The effec-
tiveness of the feature fusion method propose in this paper
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TABLE 3. PASCAL VOC 2007 test detection results.

Feature Fusion Residual Prediction

Method Data Backbone Network Input Size Pre-train GPU  #Parameters mAP FPS
Module Module
Faster R-CNN[10] 07+12 VGGNet ~600x1000 v Titan X  134.7M 732 7
R-FCN[19] 07+12 ResNet-101 ~600x1000 v K40 50.9M 79.5 58
YOLOV2[9] 07+12 Darknet-19 352x352 N Titan X - 737 81
SSD300S+[13] 07+12 VGGNet 300%300 x Titan X 26.3M 69.6 46
SSD300*([8] 07+12+COCO VGGNet 300x300 y Titan X 26.3M 81.2 46
SSD300[8] 07+12 VGGNet 300%300 v Titan X 26.3M 75.8 46
FSSD300S+[27] 07+12 VGGNet 300x300 x 1080Ti - 72.7 658
DSSD321[31] 07+12 ResNet-101 321x321 v Titan X - 78.6 9.5
DSSD513[31] 07+12 ResNet-101 513x513 N Titan X - 81.5 55
DSOD300[13] 07+12 DS/64-192-48-1 300300 x Titan X 14.8M 777 174
DSOD300*[13] 07+12+COCO  DS/64-192-48-1  300x300 x Titan X 14.8M 81.7 174
DF-SSD300 07+12 DenseNet-S-32-1  300x300 x x x Titan X 11.7M 734 205
DF-SSD300 07+12 DenseNet-S-32-1  300x300 x N x Titan X 14.9M 76.6 14.7
DF-SSD300 07+12 DenseNet-S-32-1 ~ 300x300 x J Titan X 15.2M 78.9 11.6
DF-SSD300 07+12+COCO  DenseNet-S-32-1  300x300 x v v Titan X 152M 814 11.6

is proved. Compare with FSSD300S7 [27] (72.7% mAP) with
VGGNet as the backbone network, the detection accuracy of
DF-SSD is 3.9% higher. FSSD300S+ refer to the idea of FPN
and adopt concatenation for lightweight fusion of multi-scale
feature maps, while DF-SSD is based on DenseNet-S-32-1
network and integrate more context information, so the detec-
tion speed decrease.

After adding the residual prediction module, the model
detection performance of DF-SSD is improved from
76.6% mAP to 78.9% mAP, which verifies the validity of
the residual prediction module. Our overall model improved
by 3.1% (78.9% vs. 75.8%) compared to SSD300 [8], and by
1.2% and 0.3% compared to DSOD300 [13] (77.7% mAP)
and DSSD321 [31] (78.6% mAP), respectively. The fea-
ture fusion module of DSSD321 only uses deconvolution
to integrate the semantic information of high-level feature
maps into low-level feature maps, which proves that the
bi-directional fusion method of DF-SSD is more effective.

After adding COCO datasets for training, the model per-
formance of DF-SSD is further improved to 81.4% mAP.
Slightly better than SSD300* [8] (81.2% mAP). SSD300* is
the latest SSD results with the new expansion data augmen-
tation trick, which are already better than many other state-
of-the-art detectors. DF-SSD decreased by 0.3% compared
to DSOD300* [13] (81.7% mAP), due to the growth rate k
adopted by DSOD300* is 48, and we set the growth rate of
DF-SSD to 32 for consideration of computing costs and to
avoid the network becoming too wide.

2) RUNTIME ANALYSIS
Column 11 in TABLE 3 shows the detection rates of different
models. With 300 x 300 input, the processing speed of our
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model DF-SSD (rows 13) is 20.5 FPS on a single Titan X
GPU, 14.7 FPS with the feature fusion module, and 11.6
FPS with the residual prediction structure. As a comparison,
R-FCN [19] runs at 5.8 FPS with the backbone net-
work ResNet-101. The processing speeds of DSSD321 and
SSD300 are 9.5 FPS and 46 FPS, respectively. DF-SSD
(15.2M) uses about only 1/2 parameters to SSD300 (26.3M)
with VGGNet, 1/9 to Faster R-CNN [10] (134.7M) with
VGGNet and 1/4 to R-FCN (50.9M) with ResNet-101.

81~
801
+ R-FCN
% 79 « DF-SSD300
2 « DSSD321
S 78
5 « DSOD300
8 77k
>
f=i
° 76
% +SSD300
75
741
Faster RCNN *YOLOV2
7L 1 | I I | FPS
0 20 40 60 80 100

FIGURE 7. Speed and accuracy distribution with different object
detection algorithms.

The distribution of detection accuracy and speed of differ-
ent object detection algorithms on VOC 2007 test set is shown
in Fig. 7. It can be seen intuitively that DF-SSD is slightly
better than DSSD321 in both detection accuracy and speed.
Compared with SSD300, the detection accuracy is improved
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TABLE 4. (a) PASCAL VOC 2012 test detection results. (b) PASCAL VOC 2012 test detection results.

(@
Method Data Backbone Network Pre-train mAP aero bike bird boat bottle bus car cat chair cow
ION[45] 07+12+S VGGNet y 764 875 847 76.8 63.8 583 826 79.0 909 57.8 82.0
Faster R-CNN[10] 07++12 ResNet-101 \ 73.8 86.5 81.6 77.2 58.0 51.0 78.6 76.6 93.2 48.6 80.4
R-FCN[19] 07++12 ResNet-101 y 77.6 869 834 815 63.8 624 81.6 81.1 93.1 58.0 83.8
SSD300*[8] 07++12 VGGNet y 758 88.1 829 744 619 47.6 827 788 91.5 58.1 80.0
SSD321[8] 07++12 ResNet-101 \ 754 879 829 73.7 615 453 814 756 926 574 783
DSSD321[31] 07++12 ResNet-101 y 763 873 833 754 646 46.8 827 765 929 595 783
DSOD300[13] 07++12 DS/64-192-48-1 x 763 894 853 729 627 49.5 83.6 80.6 92.1 60.8 779
DF-SSD300 07++12 DenseNet-S-32-1 x 76.5 89.5 85.6 72.6 658 513 829 799 922 624 775
DF-SSD300 07++12+COCO  DenseNet-S-32-1 x 79.0 90.4 869 763 68.2 592 84.2 81.0 92.6 643 814
(b)

Method Data Backbone Network Pre-train mAP table dog horse mbike person plant sheep sofa train tv
ION[45] 07+12+S VGGNet N 764 647 889 865 847 823 514 782 692 852 735
Faster R-CNN[10] 07++12 ResNet-101 v 73.8 59.0 92.1 853 848 80.7 481 773 66.5 847 65.6
R-FCN[19] 07++12 ResNet-101 v 77.6 60.8 92.7 860 846 844 59.0 80.8 68.6 86.1 72.9
SSD300*[8] 07++12 VGGNet V 758 64.1 894 857 855 826 502 79.8 73.6 86.6 72.1
SSD321[8] 07++12 ResNet-101 v 754 65.0 90.8 86.8 858 8.5 503 78.1 753 852 725
DSSD321[31] 07++12 ResNet-101 v 763 643 915 86.6 86.6 821 533 79.6 75.7 852 73.9
DSOD300[13] 07++12 DS/64-192-48-1 x 763 65.6 889 855 868 84.6 51.1 777 723 86.0 72.2
DF-SSD300 07++12 DenseNet-S-32-1 x 76.5 645 895 854 864 857 519 778 72.6 85.1 71.6
DF-SSD300 07++12+COCO  DenseNet-S-32-1 x 79.0 65.1 929 863 882 879 568 80.2 742 88.0 75.9

07+12+S: 07+12 plus segmentation labels

while the speed is greatly decreased. The detection speed of
DF-SSD is faster than that of R-FCN, which has the highest
detection accuracy.

C. RESULTS ON PASCAL VOC 2012

For the VOC 2012 dataset, we use VOC 2012 trainval and
VOC 2007 trainval + test (“07 + +12"") (21,503 images) for
training, and test on VOC 2012 test set (10,991 images). For
the first 40k iterations, the initial learning rate is set to 0.1 and
then divided by 10 after every 20k iteration. The total number
of iterations is 100k. The experimental results of some of
state-of-the-art detectors and our detectors on VOC 2012 test
set are shown in TABLE 4.

DF-SSD achieves 76.5% mAP, which is better than
SSD300x (75.8% mAP). After adding COCO datasets for
training, our model performance is improved to 79.0% mAP,
1.4% higher than R-FCN (77.6% mAP). DF-SSD shows a
large improvement in testing tasks with specific backgrounds
and small targets. For example, airplane (89.5% mAP), boat
(65.8% mAP), chair (62.4% mAP), person (85.7% mAP),
etc. This shows that DF-SSD improves the weakness of SSD
for small target detection to some extent, and achieves bet-
ter performance for classes with specific context semantic
relationship.
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D. RESULTS ON MS COCO

Finally, our DF-SSD model is evaluated on the MS COCO
datasets. MS COCO detection task contains a total of 80
categories, and the data distribution includes 80k train-
ing images, 40k validation images and 20k testing images
(test-dev set). We use the trainval set for training and
evaluate the results from test-dev 2015 evaluation server.
Compared with PASCAL VOC, there are more small tar-
gets in COCO datasets, more objects in a single image,
and most objects are not center-distributed, which is more
consistent with the daily environment. Therefore, COCO
detection task is more difficult. For the first 60k itera-
tions, we set the initial learning rate to 0.1 and divide
it by 10 after each 40k iterations. The training is com-
pleted when the number of iterations reaches 300k. The test
results of DF-SSD on MS COCO test-dev 2015 are shown
in TABLE 5.

Although the input image size of SSD300* is smaller than
that of Faster R-CNN and ION [45], the detection perfor-
mance of SSD300* is better. After a series of improvements
to the original SSD model, DF-SSD achieves 29.5/50.7%,
superior to SSD300* and DSOD300, and close to R-FCN.
We observe that our [0.5:0.95] result is 0.3% higher than
R-FCN, but our result (50.7% mAP) with 0.5 IoU is lower

24353



IEEE Access

S. Zhai et al.: DF-SSD: Improved SSD Object Detection Algorithm Based on DenseNet and Feature Fusion

TABLE 5. MS COCO test-DEV 2015 detection results.

Method Data  Backbone Network Pre-train = Avg. Precision, IoU: Avg. Precision, Area: Avg. Recall, #Dets: Avg. Recall, Area:

0.5:095 05 075 S M L 1 10 100 S M L

Faster R-CNN[10] trainval VGGNet B 219 427 - - - - - - - - - -
ION[45] train VGGNet \ 23.6 432 236 64 241 383 232 327 335 10.1 37.7 53.6

R-FCN[19] trainval ResNet-101 \ 29.2 515 - 10.3 324 433 - - - -

SSD300*[8]  trainval35k VGGNet v 251 431 258 6.6 259 414 237 351 372 112 404 584
SSD321(8] trainval35k  ResNet-101 J 28.0 454 293 62 283 493 259 378 399 115 433 649
FSSD300[27] trainval35k VGGNet J 27.1 477 278 87 292 422 246 374 40.0 159 442 58.6
DSSD321[31] trainval35k  ResNet-101 v 28.0 46.1 292 74 281 476 255 37.1 394 12.7 420 626
DSOD300[13] trainval ~ DS/64-192-48-1 x 293 473 306 94 315 470 273 407 43.0 167 471 65.0
DF-SSD300 trainval ~ DenseNet-S-32-1 x 295 507 313 98 311 465 271 415 427 173 46.8 644

than R-FCN (51.5% mAP). This indicates that the object
position prediction of DF-SSD is more accurate than that of
R-FCN under larger overlap settings.

DF-SSD’s small object detection accuracy is slightly lower
than R-FCN (9.8% vs. 10.3%), because DF-SSD’s input
image size (300 x 300) is much smaller than R-FCN’s
(~ 600 x 1000). However, DF-SSD is better than other detec-
tion models in the table, which proves that the feature fusion
module we designed is effective in small object detection.
Moreover, the large object detection accuracy of DF-SSD is
3.2% mAP higher than that of R-FCN (46.5% vs. 43.3%),
which further demonstrates the effectiveness of the whole
DF-SSD model.

E. VISUALIZATION

In Fig. 8, we show some detection examples of the
SSD and DF-SSD model on COCO datasets. Compared
to SSD, our DF-SSD model improves mainly in two
aspects.

The first aspect is in a scenes that contains small or
dense objects, as shown in Fig. 8 (a). SSD algorithm does
not work well on small targets, but DF-SSD shows obvi-
ous improvement. On the one hand, compared with large
objects, the position information of small targets is more
likely to be lost during the detection process. On the other
hand, the recognition of small targets depends more on their
surroundings. Since SSD only detects smaller objects from
shallow layers such as conv4_3, whose receptive field is
too small to observe the object’s context information, which
results in bad detection performance of the SSD on smaller
objects.

The second aspect is some classes with different contexts.
Compared to SSD, DF-SSD can capture scene contexts.
In Fig. 8 (b), we can see that the results of classes with specific
relationships can be improved: baseball player and baseball
bat, skateboard and jumping people, men in suit and tie, and
football and football player, etc. In Fig. 8, we can observe
all the objects that benefit from the feature fusion module of
DF-SSD detector.
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V. DISCUSSION

We train our models from scratch. Our DF-SSD detector is
only trained with 16,551 images on VOC 2007, but achieves
competitive or even better performance than those models
trained with 1.2 million + 16,551 images. We also acknowl-
edge that given a modest assumption of unlimited training
data and computing power, deep neural networks should per-
form very well. But as datasets get larger, training deep neural
networks will become more expensive. Moreover, most of
the pre-trained models may have huge domain differences
from the pre-trained mode domain to the target domain. It is
very difficult to apply the pre-trained model on ImageNet to
medical images, multi-spectral images and other fields.

Model fine-tuning limits the structural design space of
the object detection networks. This is critical for deploying
deep neural networks models into esource-limited Internet-
of-Things scenario. However, our model DF-SSD only uses
about only 1/2 parameters to SSD300, 1/9 to Faster R-CNN,
and 1/4 to R-FCN, which shows great application potential
in low-end devices such as embedded electronic products
and mobile phones. All in all, the way of training from
scratch is very interesting and deserves our in-depth study and
discussion.

We compare the performance of DF-SSD, SSD and DSOD
on VOC 2007 from three indicators, including detection accu-
racy, parameters, and speed. Compared with SSD, the detec-
tion accuracy of DF-SSD increased from 75.8% mAP
to 78.9% mAP, the parameters decreased from 26.3M to
15.2M, while the processing speed decreased from 46 FPS
to 11.6 FPS. Compared with the state-of-the-art model
DSOD300, which is also trained from scratch, the mAP of
DF-SSD increased from 77.7% to 78.9%, the parameters is
basically close (14.8M vs. 15.2M), and the processing speed
decreased from 17.4 FPS to 11.6 FPS. The reason is that
our model DF-SSD introduce bidirectional fusion module
and residual prediction module, which makes the detection
accuracy of DF-SSD improved, but the detection speed is not
ideal. How to design the structure of the model so that it has
higher real-time performance is worth pondering.
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(b) Context Scenes: DF-SSD also performs well in some classes with specific relationships.

FIGURE 8. (a) Dense scenes. (b) Context scenes. Detection examples on COCO test-dev with SSD and DF-SSD. A score
threshold of 0.6 is used for displaying. Each color corresponds to an object category. For each pair of images, the left side is
the detection result of SSD, and the right side is the detection result of DF-SSD.
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VI. CONCLUSION

The DF-SSD we proposed is an improved SSD object detec-
tion algorithm based on DenseNet, feature fusion, and resid-
ual prediction module. The way of training from scratch
enables us to use less training data to achieve more com-
petitive performance compared to other pre-training models.
Our DF-SSD can achieve advanced performance on three
common datasets with real-time processing speed and more
compact models. Moreover, DF-SSD shows good detec-
tion effects for small objects and objects with specific
relationships.
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