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ABSTRACT An increasing number of large-scale distributed systems are being built by incorporating Cloud,
Fog, and Edge computing. There is an important need of understanding how to ensure the resilience of
systems built using Cloud, Fog, and Edge computing. This survey reports the state-of-the-art of architectural
approaches that have been reported for ensuring the resilience of Cloud-, Fog- and Edge-based systems. This
work reports a flexible taxonomy for reviewing architectural resilience approaches for distributed systems.
In addition, this work also presents a capability-based cyber-foraging framework intended to improve the
overall system resilience in the context of a physical node’s capabilities. This survey also highlights the
trust-related issues and solutions in the context of system resilience and reliability. This survey will help
improve the understanding of the current state of system resilience solutions and raise awareness about the
issues related to physical capabilities and trust management in the context of distributed systems resilience.

INDEX TERMS Cloud computing, cyber-foraging, cyber-physical systems, edge computing, system
resilience.

I. INTRODUCTION
Systems based on traditional centralized cloud services archi-
tectures are becoming less efficient with the growth of ser-
vice users and the amount of data required to be processed.
Straightforward expansion of computing power behind cloud
services cannot satisfy the growing performance expectations
caused by the adoption of Internet of Things (IoT) devices and
big data applications. Thus, alternative distributed computing
approaches such as cloudlet-, edge-, fog-based and peer-to-
peer computing are gaining popularity for building mission-
critical systems.

Such systems are expected to be resilient to maintain an
acceptable level of operations in hostile and disadvantaged
environments. Designing and analyzing resilient software
architectures of mission-critical systems are emerging areas
of research and practice. Hence, there is a vital need of
gaining an advanced understanding of various resilience char-
acteristics of architectures for cloudlet, edge- and fog-based
mission-critical systems. Such understanding is expected
to develop and evaluate innovative and unique methods,
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approaches, and tools for designing and evaluating resilient
architectures of such systems. In addition, a formal resilience
definition and taxonomy is provided in Section III.

Based on a literature review, we have identified several
resilient architectural approaches that can be classified into
three main categories; capacity, trustworthiness and effi-
ciency. Capacity-oriented solutions are primarily targeted to
aid service providers by maximizing the number of users
who can be serviced and minimizing the associated mainte-
nance expenses. Virtualization techniques such as on-the-fly
VM provisioning are a distinct feature of capacity-oriented
approaches. The ease-of-use and affordability of modern
third-party provided services makes it tempting to rely on
them for multitude of tasks. However, military and other
mission-critical scenarios may not accept the risks associated
with sharing classified and private data.

Trustworthy architectures mainly focus on secure node
communication and trust-related issues. The efficiency-
oriented architectures attempt to improve the overall system
operation by overcoming physical limitations inherent in a
system’s individual nodes. Furthermore, resilience is typ-
ically achieved at a higher level by a fault-tolerant node
management such as node failure recovery techniques.
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Various forms of data and computation offloading are gen-
erally employed by efficiency-based approaches.

A. MAIN CONTRIBUTIONS
This survey has identified a large number of architectural
resilience challenges and solutions for distributed systems.
This work also determines the potentially beneficial areas
for future research. The identified areas include developing a
resilience-oriented architecture framework based on network
node capabilities rather than on capacity, providing a formal
definition for resilience metrics and improving resilience
orchestration techniques.

The proposed capability-based architecture naturally
extends to handle reverse-foraging scenarios such as when
an edge node or a cloudlet may request video feed from end
devices to locate some objects. Developing reliable resilience
metrics is useful in comparing different architectures from the
resilience perspective. Having an efficient run time resilience
orchestration implemented allows to improve the overall sys-
tem resilience and provide a higher level of system service
operation.

The rest of this paper is organized as follows.
An overview of various cloud system architectures is pre-
sented in Section II. General system resilience along with
domain-specific resilience considerations are discussed in
Sections III and IV respectively. Capability-aware resilience
orchestration is examined in Section V. Section VI reviews
the current research efforts with Section VII outlining the
present challenges and opportunities. Lastly, Section VIII
concludes this survey.

II. CLOUD SYSTEM ARCHITECTURES OVERVIEW
The number of inter-connected systems and devices through
Intranet or Internet has been growing exponentially that has
led us to a hyper-connected World. The hyper-connectivity
of the current and increasingly future software systems
poses new challenges for addressing the storage and pro-
cessing needs, mostly in real-time. To address the increas-
ing demands of the storage and processing needs, there are
various technological options available such as cloud-based
computing, cloudlets, edge computing and fog comput-
ing. These technologies are being leveraged for building
and leveraging computing, storage and networking infras-
tructures in various ways to build large-scale distributed
systems.

One of the first problems arising from the growing num-
ber of network nodes was the efficient data delivery. Early
solutions to this problem involve deploying caching proxies
within network boundaries of an organization. This can be
seen as an early attempt to introducing an intermediate edge
layer to optimize system performance. The rationale behind
such an approach assumes that a significant amount of the
same incoming data is requested by multiple network mem-
bers. However, due to the diversity of modern web-based sys-
tems, the interest in generic web caching proxies significantly
decreased. Whilst still used for optimizing data delivery and

FIGURE 1. Key characteristics for cloud-, cloudlet-, edge- and fog-based
system architectures.

distribution, such caching proxies are now mainly used in
specialized cases (e. g., antivirus or operating system update
servers). In contrast to locally deployed proxies, service
providers commonly use Content Delivery Networks (CDN)
to optimize the data delivery to end-users.

Subsequently, the opposite problem of collecting user-
generated content gained attention. Online streaming services
are a notable example of services, which have to solve the
problem of massive user-generated data collection (and pos-
sibly further redistribution). Data collection is complicated
due to large number of users and massive amount of traf-
fic required for high-definition video streams. These high
requirements caused rapid advancement in traditional and
mobile cloud technology, with a wide variety of types of
service architectures being currently offered on the market
and used in practice [1]–[4].

Lastly, in addition to the data collection and distribution
problems, various forms of distributed computing also aim
to solve such challenge as a lack of local resources. Typical
examples of such resources include computational power and
data storage. Generic resource-offloading such as storing a
collection of photos taken by modern smartphones remotely,
may provide satisfactory results in consumer applications.
However, additional requirements arise for high-demanding
real-time and military applications. Notably, in efforts to
minimize the introduced delays cloud computing further
evolved into fog computing [5], [6] and edge computing [7].
Whilst being somewhat different and applicable in different
scenarios [8], these types of architectures share common
requirements such as resilience, availability and efficiency.
Figure 1 highlights typical use cases and key characteristics
of cloud-, cloudlet-, edge- and fog-based architectures.

Cloud computing paradigm provides a convenient and a
cost-effective way for low-powered devices to get access to
nearly unlimited resources such as additional disk storage or
processing power. From the end user perspective, however,
cloud-based systems have two significant disadvantages; they
can increase network latency and can become ‘‘single point
of failure’’. In addition, centralized clouds may also be prone
to cascading failures that cause higher stress on the remaining
operational nodes [133], [134].
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Cloudlet-based systems attempt to solve performance-
related issues by bringing powerful computing nodes closer to
computing consumers. The proximity of such nodes typically
provides more control and enables cloudlet mobility, which is
particularly useful in field environments. Deploying multiple
cloudlets can also be used to overcome a single point of
failure issue inherent in cloud systems.

Edge computing in general can be seen as a compromised
approach, which also takes node ownership (and thus privacy
aspects) into consideration. Similar to cloudlets, edge nodes
are placed in close proximity of end nodes. Being located
at the boundary of a local network, edge nodes are able to
aggregate data from end nodes and perform some initial pro-
cessing locally, while only accessing the external resources
when necessary. This architecture suits smart homes and
smart metering environments, with no specific node mobility
requirements, but high privacy expectations.

A fog-based system architecture can be interpreted as an
extension of the cloudlet approach with further focus on
improving the overall system resilience. All the network
nodes are kept in close proximity, with more granular task
offloading from end nodes to fog nodes. In the extreme case,
a fog-based network can be treated as a P2P network with
specialized nodes. Naturally, depending on the type of tasks to
be solved by a system and the operating environment various
hybrid approaches may be employed.

Most of military applications are usually designed to oper-
ate in hostile environments, which can be defined based on
certain contextual factors. Resilience of a system is espe-
cially important for systems used in hostile, disadvantaged
and corporate environments [9], [11], [12]. Military systems’
usage scenarios typically assume a worse connectivity for
network nodes or a higher rate of node failures. Another
distinct aspect of cyber-physical systems is the importance
of node capabilities and physical placement. For example,
a car and an airplane differ significantly in their physical
capabilities. Sustaining an acceptable level of operation for
such systems requires constant node capabilities monitoring
and run-time system adjustments to compensate any failures.

This survey is aimed at critically reviewing the relevant
literature on incorporating resilience in designing and imple-
menting software intensive systems with/for cloud-based
technologies such as cloudlets, fog computing, edge comput-
ing and peer-to-peer systems.

In contrast to taxonomies focused on system functionality,
this survey attempts to expose the driving motivations behind
architectural choices. The following diagram (Figure 2) illus-
trates the spectrum of various system architectures based on
node proximity and availability.

According to this spectrum, a central cloud is an approach
to consolidating all available resources in a central location
without paying attention to the distance to user nodes. On the
other end of the spectrum, peer-to-peer networks imply that
no additional investments are required in individual nodes,
with the main idea of placing nodes close to each other.
The following sections discuss the difference between and

FIGURE 2. Various system architectures spectrum.

applicability of various network architectures from the per-
spective of overall system resilience.

A. CLOUD COMPUTING
Centralized cloud-based solutions imply having a powerful
central node, which can aid end-users with some specific
functionality. Whilst from user perspective such a cloud may
be visible as a single entity, cloud services providers may
operate a complicated architecture internally, for example,
with the use of load-balancing techniques.

A well-established terminology is used to refer to dif-
ferent types of cloud services. Common classification
includes a multi-layered stack of Infrastructure-as-a-Service
(IaaS), Platform-as-a-Service (PaaS) and Software-as-a-
Service (SaaS).

Higher- or lower-level layers such as Business-as-a-
Service or Management-as-a-Service are also commonly
used to refer to more specific cloud services [12]. Commer-
cial cloud solutions aim to lift off the burden of local resource
management from consumers; therefore, substantial efforts
are put into cloud services cost optimization [13].

Notably, the pay-per-use model becomes increasingly pop-
ular, to the extent of offering a per-second charging options
available. Numerous optimization approaches are used by
cloud service providers to reduce the associated cost. For
example, using overprovisioning, virtualization techniques
and dynamic resource provisioning allows servicing more
customers with the same hardware. In addition to tradi-
tional encryption schemes, virtualization improves the over-
all system security by offering strong isolation between
multiple clients which might not necessarily trust each
other [14].

The largest downside of cloud computing is the possible
lack of trust between cloud provider and consumers [15].
Privacy concerns can render the use of cloud services unsuit-
able in some scenarios depending on customer require-
ments or state legislation. Another concern some customers
might have is vendor lock-in issue and a possible data loss.
Whilst not specifically unique to cloud-based systems, the

28080 VOLUME 8, 2020



V. Prokhorenko, M. A. Babar: Architectural Resilience in Cloud, Fog and Edge Systems: Survey

importance of data processed and large number of customers
served requires to pay high attention to the service availability
and resilience [16], [17], [130], [136], [141], [143], [144].

Whilst cloud-based systems are commonly used to enable
cyber-foraging (in form of data staging or computation
offload) for weak user devices such as mobile phones,
the advances in technology continuously improve the compu-
tational power of these devices. The network bandwidth and
latency issues associated with cloud usage may lead to local
computations beingmore efficient in certain cases. Therefore,
cloudlet-based approach was introduced in order to minimize
network-related overhead.

B. CLOUDLETS
Cloudlet-based approach originates from the efforts to reduce
the latency issue inherent in centralized clouds [18]. Bringing
cloudlet nodes closer to end nodes can lead to signifi-
cant processing improvements [19], [20]. Such optimiza-
tion, however, comes at a cost of more cloudlet nodes to
be employed. Cloudlet instances are typically less power-
ful than a centralized cloud and in compared to clouds,
cloudlets also serve a lower number of nodes. Operating
multi-layered architectures of different cloudlets being con-
nected to a centralized cloud requires introducing fault tol-
erance to improve the overall system resilience in hostile
environments [10], [21].

Optimal cloudlet placement is essential for cloudlet per-
formance and is usually performed at two layers, physical
and logical. Taking the physical layer into consideration is
important for networks consisting of mobile nodes such as
for tactical missions [22]. The logical layer cloudlet place-
ment does not directly rely on physical node locations and is
instead focused on dynamic cloudlet provisioning based on
current demands [3].

Whilst the logical-level placement is well-researched and
highly automated, physical-level placement decision algo-
rithms tend to overlook the physical characteristics (includ-
ing location and moving speed) of network nodes. Deeper
research in this area would be potentially beneficial to
cyber-physical systems, including military infrastructure,
smart cities, smart health and transportation.

From the end device perspective, cloudlet node discovery
issue arises due to the dynamic nature of cloudlet location.
End nodes must be able to dynamically and reliably find the
closest trusted cloudlet. Various protocol-level implementa-
tions such as Bonjour and Avahi, were introduced to achieve
node and service discovery. However, depending on cloudlet
ownership, lack of trust towards a cloudlet may become an
obstacle, leading to self-hosted cloudlets being more suitable
compared to third-party provided ones. Further optimization
steps taken by Edge and Fog computing are discussed in the
next section.

C. EDGE AND FOG COMPUTING
Compared to cloudlet-based systems, both Fog and Edge
computing take a further step toward bringing processing

nodes even closer to end nodes. An obvious advantage of
such optimization lies in the reduced traffic usage and latency.
Both Edge and Fog approaches aim to complete as much
data processing as possible in the immediate proximity of
end nodes. Similar to cloudlets, fog nodes can be con-
nected in a multi-tier hierarchy, with further data processing
being offloaded towards more powerful cloud nodes when
necessary.

At the technical level, Fog and Edge paradigms are quite
similar with some works even referring to them interchange-
ably [23]. However, certain terminology-related disagree-
ments exist with regards to definitions and difference between
Fog and Edge computing [24]–[26]. Moreover, in some
works, a resilience of a system is impractically defined (par-
tially) through the ability of a system to resist various fail-
ures [27]. One of the views is that Fog computing can be
perceived as an extension of cloud computing [28].

The main difference between Fog and Edge approaches is
the emphasis of the special node placement. More specif-
ically, Edge nodes are supposed to be placed at the edge
of a network. In scenarios such as smart house manage-
ment, Edge nodes can be placed within the boundaries
of end-user’s network. For mobile devices, however, Edge
nodes have to be placed within the boundaries of service
providers [29]. This makes Edge computing particularly
suitable in areas similar to cellular networks and smart
transportation [30]–[32], [147]. Fog paradigm does not imply
specific node placement constraints or expectations, instead
Fog nodes can be located anywhere in close proximity of
end nodes, which makes Fog computing useful for IoT based
applications.

Due to being located outside of well-protected service
providers network, Fog nodes may encounter additional secu-
rity and trust issues [33]. Likewise, reliability and fault tol-
erance related challenges and solutions for Fog nodes are
currently heavily researched [34], [35].

In summary, the choice of a system architecture is ini-
tially dictated by its tasks with resilience enhancing tech-
niques applied at a later stage. Currently, global system
adjustments are performed manually as user demands evolve
over time. For example, the Bitcoin network was initially
designed having peer-to-peer architecture. Subsequently,
with the growth of the number of network users and trans-
actions, the overall system performance became insuffi-
cient. One of the proposed generic architectural solutions
to overcome the performance limitations involves intro-
ducing an intermediate layer of more powerful super-
nodes. Possessing higher computational or storage resources,
these super-nodes can essentially be perceived as cloudlets.
Given the constantly changing user demands, automated and
mission-aware system reconfiguration at run time should be
needed.

Besides affecting the overall operating performance,
the selected system architecture can also indirectly affect a
number of other factors such as reliability, availability or
resilience. The following section focuses on the resilience
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factors affected by the choice of the discussed system archi-
tectures.

III. SYSTEM RESILIENCE
A system’s resilience is characterized and assessed based on
the main purpose that system serves. For example, backup
solutions are intended to be resilient against data loss, but are
not necessarily useful against data leakage.Whilst some liter-
ature uses the terms resilience and reliability interchangeably,
in the context of cloud solutions the reliability is commonly
treated as one of the desired system features. Resilience is the
process required to achieve the desired outcome in the form
of reliability.

Complex distributed systems deal with a variety of issues
which may affect normal system operation; that means
resilient system implementations must address multiple fac-
tors. Depending on the type of services to be provided by a
system such factors may include, but are not limited to weak
(or interrupted) connectivity, limited power, and Advanced
Persistent Threats (APT). In practice, resilience solutions
usually focus on a subset of disruptive factors.

Traditionally two types of faults are considered. Namely,
crashes and byzantine faults with similar solutions used
against both types. Due to the high costs and latency Byzan-
tine Fault Tolerance (BFT) is not currently used within data
centers. Instead, specific fault-oriented solutions are typically
employed in practice. Distributed cloud-based solutions may
encounter faults of both types at all levels, such as storage,
network, malicious actors, and power faults. Based on a
large-scale server fault survey [36] focuses on node place-
ment within a data center clusters and relies on virtualization
techniques in order to achieve recoverability.

Based on this view, the general fault-tolerance mechanism
architecture is supposed to consist of two layers. Namely
the business logic layer which is responsible for normal
system operation and meta-layer, which is responsible for
fault handling and recovery [37], [63], [123]. This allows
more flexible and continuous deployment of fault tolerance
to existing or developed systems. A commonly overlooked
factor is the resilience of the monitoring agents/modules
themselves.

Further fault sub-classification could depend on factors
such as longevity of a fault, which distinguishes between
transient and permanent faults. Some approaches focus on
so-called grey failures instead of fault-stop failures [38].
Rather than focusing on resilience against certain types of ser-
vice disruptions, a purpose-oriented resilience classification
is proposed.

Based on the types of disruptive factors addressed, soft-
ware intensive resilience solutions can be categories in
three large classes as shown in Figure 3 - Capacity-,
Trustworthiness- and Efficiency-oriented.

• Capacity – this means resilience against legitimate sys-
tem uses. Here, the ‘‘capacity’’ refers to the large amount
of data being processed and large number of users
served.

FIGURE 3. Types of resilience.

• Trustworthiness – this means resilience against
unwanted system uses. Typical resilience measures
of this class include encryption, certificates and
trust-oriented approaches.

• Efficiency – this means resilience against physi-
cal restrictions and limitations. Typical examples of
such restrictions are unstable connection links (radio),
low-capacity batteries and natural disasters.

The efficiency of service operation can be considered one
of the main driving forces behind the popularity of distributed
computing in general. Efficiency-oriented approaches aim to
overcome various physical limitations. Typical examples of
such limitations are possible natural disasters, weak connec-
tivity links, device battery capacity, computing power, disk
storage and timing constraints. In cases, when an accept-
able service operation level cannot be achieved using the
locally available resources, cyber-foraging approaches are
used. Cyber-foraging involves using remote node computa-
tional or other resources in situations when local resources
are not adequate for a task. The cyber-foraging can be either
implemented as part of an architecture at system design stage
or introduced to existing legacy systems with specialized
tools [39].

Capacity-oriented solutions attempt to solve the problems
related to the growing number of network nodes, increasing
traffic demands and high computing power requirements.
Modern high-quality image, video and audio processing
services typically face such issues. The terms ‘‘elastic-
ity’’ and ‘‘scalability’’ are commonly used to refer to
such relevant solutions. Conceptually, capacity-oriented solu-
tions focus on increasing a service provider-side resilience,
to increase a service’s ability to maintain acceptable level
of operation under high load. Such types of solutions
try to minimize a service’s maintenance and management
costs.

Lastly, the trustworthiness-related challenges and risks
have also gained significant attention [29]. In addition to
protecting the individual nodes’ operations, the inter-node
communication must also be protected. Loss of control
over the offloaded or shared data also raises trust- and
privacy-related problems [14], [33], [40]. Distinct features
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of trustworthiness-oriented approaches include the use of
encryption, cryptographic signatures and certificates. The
following sections provide a detailed review of the literature
on each of the categories.

A. TRUSTWORTHINESS
Trust in general is a subjective measure of probability of a
particular node to perform certain operations [41]. A common
approach is to consider trust directional and not necessar-
ily transitive. Furthermore, dynamic and distributed systems
pose additional challenges as the list and locations of net-
work nodes is not known in advance. Overall, trust-related
solutions can be broadly classified into two categories -
trust-ensuring procedures and trust-less operation.

Trust-ensuring procedures aim to abstract trust away to
the underlying layers and maintain further system operation
based on the established trust relations. Various dynamic
rating systems such as trust and reputation management are
typically used to establish such relations [42]. Whilst being
useful in distributed networks with all the nodes belonging
to the same party, this type of approaches may not be suitable
formulti-party networks. Instead, a pseudo-trust can be estab-
lished and used in such scenarios [43]. Themain disadvantage
of trust-establishing solutions is the requirement to either
rely on a pre-shared knowledge about nodes (certificates) or
collect reputation statistics at run-time. An alternative trust-
maintaining approach based on the moving target concept
was proposed in [44].

Trust-less system operation approaches tend to keep sys-
tem operation without relying on the honesty of remote
nodes. Rather than blindly trusting remote nodes, such
approaches attempt to verify the results of remote node com-
putations [45], [46]. The main disadvantage of computa-
tion verification is the increased financial or computational
overhead [47]. Depending on the type of the computations
involved, the technical implementation of the verification
procedure may become impractical [48].

For simple types of services involving only a data offload-
ing component, the trust aspect is typically limited to authen-
tication, encrypting, cryptographically hashing and signing
the offloaded data [49]–[52]. Complicated data processing
becomes challenging when untrusted surrogates are con-
sidered [53], [54]. Privacy cautious users may refuse to
decrypt sensitive data on a surrogate node. A promising
solution for some types of data processing is homomor-
phic encryption [55]. Unfortunately, the currently researched
homomorphic encryption techniques are computationally-
intensive. Therefore, homomorphic encryption is currently
not well-suited for low-powered mobile devices, which are
quite pervasive in an infrastructure built with Edge or Fog
computing.

Additional complications arise when the type of data pro-
cessing required is not known and available for the surrogate
nodes in advance. Generic code execution is commonly used
in such scenarios to achieve greater level of service flexibility.
In addition to the data itself, the end-devices are expected to

provide the data-processing code to surrogate nodes. To min-
imize a possible negative impact, surrogate nodes need to
isolate the received code (typically using virtualization tech-
niques) prior to execution [56].

The trust issues are twofold: on the one hand, the end
devices may not fully trust surrogate nodes. On the other
hand, surrogate nodes may not trust the code supplied by
end devices. Authentication, code signing and social-based
techniques can be used to address lack of trust [57], [58].
These approaches imply that some form of registration is
required for end-user devices to be able to use surrogate
nodes. Techniques addressing this type of lack of trust have
not been extensively investigated.

For example, encrypting, hashing or cryptographically
signing the offloaded data may be adequate to protect data
from untrusted surrogate nodes. However, a possible loss of
the offloaded data becomes a threat. Unlike typical commer-
cial solutions that use data backup systems behind the scene,
a malicious surrogate could intentionally delete the uploaded
data. Similarly, such a malicious surrogate may also modify
the data processing routines and return invalid or fake results.
Therefore, formal computation result verification procedures
might be required to allow the use of untrusted surrogate
nodes.

In contrast to publicly accessible services, using self-
owned systems (where both the end and edge devices belong
to the same party) allows to minimize trust issues. Therefore,
although possibly being more expensive to maintain than
third-party owned services, self-owned systems may be more
suitable for military environments. Whilst inter-surrogate
communication is expected to be encrypted, some approaches
do not explicitly state this requirement [9], [59].

B. CAPACITY
Network systems used in high-load environments must pro-
vide resilience against massive legitimate system work-
loads (such as DoS and DDoS attacks). Therefore, some
approaches focus on maximizing the number of users or
amount of data that can be serviced simultaneously. Sys-
tem survivability is mainly achieved by implementing fault-
tolerance and redundancy [60]. The techniques common to
such approaches include dynamic Virtual Machine (VM)
management, on-demand VM provisioning and load balanc-
ing [61]. In addition to minimizing the associated running
costs [59], [62], these techniques make it possible to imple-
ment highly scalable services. By utilizing virtualization
techniques, some solutions may improve the overall surviv-
ability of a system [20]. Rather than focusing on the service
or application level, some approaches attempt to achieve
resilience at network level [63]–[65].

In simple cases, an intermediate edge layer may be intro-
duced to implement system service load-balancing [66].
More complex architectures, however, may utilize an addi-
tional layer (in form of cloudlets or special edge nodes) for
computations [9]. Given the distributed and mobile nature of
modern networks, surrogate node discovery itself becomes
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crucial to allow optimal calculations or data offloading [67].
Specific surrogate node placement may also be used to sim-
plify the discovery process.

Depending on the type of the services provided, surrogate
nodes may either perform a predefined type of data process-
ing or allow arbitrary code execution [9]. Such flexible data
processing is commonly achieved by optimizing VM deploy-
ment and delivery. In addition to ease of use and low costs,
VM-based approaches also provide code isolation.

Whilst providing more flexibility, arbitrary code execution
on a remote surrogate node raises a number of security-related
issues. However, the capacity-oriented solutions [68]–[70]
for improving the overall system resilience usually do not
take security into consideration. The approaches falling in the
capacity category are focused on service providers’ interests
such as minimizing operational costs or increasing service
coverage, and are well-suited for publicly accessible type of
services.

System’s QoS (Quality of Service) is somewhat similar to
efficiency-oriented resilience, however, some key differences
can be pointed out. Most notably, QoS-based approaches
assume at least some level of system operation being avail-
able, rather than attempting to conduct recovery procedures.
The main purpose of QoS policies is to prioritize various
system functions with sacrificing less important ones if nec-
essary. A comprehensive review of various resilience prioriti-
zation frameworks in the context of communication networks
is presented in [11]. In this regard, QoS approaches are similar
to graceful degradation approaches.

C. EFFICIENCY
The solutions falling into the category of efficiency address
resilience from the perspective of the limitations of physical
environment and end devices, i.e., mobile and sensor devices.
Such solutions attempt to maintain an acceptable level of sys-
tem operation despite changes in the physical environment.
These changes may also be related to system nodes them-
selves. Typical examples include hardware failures and low
battery levels. In other words, efficiency-oriented resilience
approaches attempt to utilize the available resources in an
efficient manner in order to achieve a system’s goals.
Popular class of such solutions offload data or calcula-

tions to remote surrogate nodes due to certain limitations
of end devices [21], [71]. Depending on the type of com-
putation required to be offloaded, application, module or
function-level offloading may be implemented [72], [73].
CPU processing power, disk storage and other resources are
typically considered by cyber-foraging implementations [74].
However, with the battery capacity improvements signifi-
cantly lagging behind the growth of CPU power, the end
device battery level and consumption gains high atten-
tion [75]–[77]. Interestingly, efficiency-oriented approaches
typically do not explicitly take the limitations of the surrogate
nodes into consideration [78].

Due to the inherent network latencies and cyber-foraging
overhead, computation and data offloading is typically

performed only when it is estimated to be efficient [79], [80].
Note that recent advances in communication technologies
may make computation offloading more practical and afford-
able. For instance, the high bandwidth provided by 5G tech-
nology is likely to lead to wider adoption of cyber-foraging.
The priority of the assessed properties is based on a solution,
system configuration or user preferences [81]. For example,
a system’s usermay prefer to get computation results as fast as
possible, regardless of the battery charge level. A special util-
ity function is used to decide whether or not cyber-foraging
is beneficial under certain conditions. Whilst the resources
consumed by the utility function may be negligible, such
resources consumption are rarely considered.

Cyber-foraging in general assumes that, albeit subopti-
mal, offloaded computations can be performed locally in
case of surrogate failure. Therefore, resilience approaches
commonly include fallback tactics to complete computations
locally [81]. In contrast to traditional cloud-based systems
(with nodes only differing in their capacity), complex systems
used in military, rescue or industrial operations may consist
of nodes that have different physical capabilities [82], [83].
Having nodes with different capabilities leads to some tasks
being impossible to complete on certain nodes. For example,
obtaining a video stream is only possible from the nodes that
have a video camera attached to them.

Based on this distinction between node capacity and capa-
bility, cyber-foraging can be classified into two categories –
optimistic and forced. Optimistic cyber-foraging essentially
assumes that offloading may improve end-user experience,
but is not strictly required for system functioning. Forced
cyber-foraging can be viewed as an integral part of system
operation. Therefore, advanced resilience tactics are required
to tolerate forced cyber-foraging failures, as local fallback
may not be possible. Such sophisticated resilience tactics
include re-routing the requests further to other capable sur-
rogates when possible [35].

An important component of these tactics is the surrogate
node placement and discovery [10]. Apart from improving
the network latency, the surrogate discovery can be simpli-
fied with an optimal node placement. Compared to classic
Cloud-based systems, Cloudlet-, Edge- and Fog-based sys-
tems purport to improve the reachability of surrogates at the
expense of introducing the node discovery process.

Lastly, a special case of reverse foraging (when a cloudlet
initiates a request to one or more end nodes) can be refor-
mulated in terms of system workflow reconfiguration. As a
part of a universal distributed system architecture framework,
system workflows are discussed in more detail in Section 5B.
The next section focuses on context-specific resilience solu-
tion approaches.

IV. LAYER-SPECIFIC RESILIENCE
Whilst universal resilience metrics suitable for arbitrary
systems have not yet been developed, various specialized
metrics are commonly used in domain- and layer-specific
scenarios [106]. Depending on the type of systems, resilience
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FIGURE 4. Resilience layers.

may be achieved at different layers against different types of
potential issues. System resilience is achieved through imple-
menting preventive and restorative measures against various
faults. Thus, the term ‘‘fault-tolerance’’ is sometimes used
to refer to resilience solutions. However, ‘‘faults’’ may have
different nature at different layers of a distributed system and
constitute only a subset of resilience threats. An overview of
various resilience implementations layers identified through
this survey is shown in Figure 4.

Faults at the physical layer include such events as power
loss, hardware failures and natural disasters. Therefore,
resilience solutions focused at physical layer mainly aim
to address these types of faults. Common techniques used
against physical faults are redundancy (including load-
balancing) and backups. Whilst a significant portion of man-
ual labour is still required to recover from severe physical
failures, software automation is used to simplify some of
the monitoring, reporting and restorative steps. Likewise,
a set of preventative measures can be implemented in a
system at design time in order to improve a system’s over-
all resilience. Notable examples of such measures include
SSD wear-levelling, RAM error correction approaches [84],
RAID disk configurations and use of uninterruptible power
supply units. Interestingly, similar preventative measures can
also be taken against malicious actions rather than hardware
failures [139].

Network layer faults disrupt communication between sys-
tem nodes. Hence, node reachability is a resilience metric
for network-level faults. Reachability fault can either be per-
manent or temporary, which can be expressed in terms of
traffic-related degradation [60]. Various quantitative network
metrics such as frequency of failures, average outage duration
or packet loss rate can be used to determine a system’s overall
survivability at network level [85].

For depending on network topology, the probabilistic
approaches such as churn rate can be used to measure a
system’s overall fault-tolerance [86], [87]. The main recovery
technique used at the network level involves dynamically
rerouting nodes communication [88], [89], [137]. Wireless
networks pose additional challenges related to the nature of
data transmission medium. Thus, wireless-specific protocol-
level resiliency improvement techniques are being proposed
for this type of scenarios [90].

Unlike network-level faults which affect the routing of
node communication, protocol-level faults alter node com-
munication contents [91]. Protocol-level resilience solutions

assume that a communication channel exists, albeit unstable
in terms of bandwidth or latency. Primary principles behind
protocol-level resilience implementations are graceful degra-
dation and error-tolerant data coding. Graceful degradation
is typically used in audio/video transmission and involves
reducing data bitrate to accommodate for lower bandwidth
available. A promising technique which may become poten-
tially achievable with Machine Learning (ML) would be to
achieve bitrate reduction by switching to a different type
of communication such as transmitting textual representa-
tion instead of video. Domain-specific lossless noise-resistant
and error-correcting data coding techniques are used in
cases when partial degradation is not acceptable. Whilst
protocol-level resilience solutions mainly lie in the communi-
cation and signal processing domains, local caching/buffering
techniques enable a service to operate in the absence of a
connection can also be implemented to improve protocol-
level resilience.

Lastly, service-level faults highly depend on the nature
of service provided by a system. Implementing resilience
for web-based applications may be significantly different
compared to IPTV-system resilience. For instance, improving
resilience against Denial-of-Service attacks for web applica-
tions can be implemented through graceful degradation by
serving static pages as opposed to complex dynamic content.
Naturally, this type of solution would not be reasonable for
video streaming. A combination of peer-to-peer architecture
and adaptive bitrate coding can be used instead in order
to achieve resilience for video streaming systems. Having
an in-depth knowledge of the provided services makes it
possible to efficiently implement redundancy and graceful
degradation [92]–[95].

Some resilience solutions focus on layer-agnostic issues
such as human errors, performance or system security in gen-
eral. Typical measures against human errors include pre-run
verification and validation [96]. Cryptographic primitives
such as encryption, signing and authentication are tradition-
ally used to prevent unauthorized and malicious misuse of a
system [97]. Dynamic resource usage optimizations such as
cyber-foraging or on-demand VM provisioning are generally
used to address a system’s performance resilience.

A summary of the threats and their corresponding
resilience-improving techniques is outlined in Table I.
Despite domain-specific resilience monitoring and manage-
ment being implemented and used in individual systems,
a comprehensive and universal architecture-level solution is
yet to be developed. Some resilience implementations aim to
achieve overall system resilience by focusing on the resilience
of the lower levels only [98].

Layer-based resilience encapsulation is quite common,
with the Internet itself being a vivid example. Physical-level
resilience is managed by individual node administrators,
network-level resilience is achieved through multiple routes,
data checksums are used to accomplish protocol-level
resilience. Thus, in simple scenarios, individual services can
rely on the existing resilience measures implemented at lower
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TABLE 1. Resilience threats and solutions.

FIGURE 5. System resilience orchestration process.

levels. In contrast, complicated workflows inherent in highly
distributed cyber-systems, may require a system to be aware
of lower-level failures. A holistic universal resilience solution
must coherently address failures occurring at every layer.
An extensible resilience orchestration approach based on
individual node capabilities and overall system goals is dis-
cussed in the following section.

V. RESILIENCE ORCHESTRATION
A system needs to be continuously monitored to detect
possible system service level degradation for taking correc-
tive actions. The monitoring and response procedures highly
depend on a system’s architecture and the types of provided
services. Therefore, a flexible system architecture definition
method should be developed in order to implement a uni-
versal orchestration approach. Figure 5 illustrates the pro-
posed design- and run-time components of system resilience
orchestration.

During the system design phase, a general system archi-
tecture is defined based on the available resources and the
type of services to be provided. During a system’s opera-
tions, the monitoring and corresponding restorative response
procedures are continuously carried out. Externally imposed
service changes such as new resources become available, may
occur at any time during a system’s operation. An efficient
orchestration must be able to adapt to run-time changes and
reconfigure a system as required. The following subsections
discuss design-time architecture definition and run-time sys-
tem adaptation phases.

A. SYSTEM ARCHITECTURE DEFINITION
Commercial applications normally tend to solve a specific
user problem with cloud-based computing. The solution to

each specific problem may require a different system archi-
tecture. Typical solutions provided for the scenarios involving
modern smartphones are well-suited for user data acquisition
and redistribution. Some works explicitly state that upon a
successful data processing, the results need to be returned
back to mobile devices [99].

However, mobile devices may not always require the
results from the processed data. For example, the data
acquired by drones is required to be sent to a ship not
because the ship has a more powerful computer on board,
but because the ship has some physical capabilities (missiles)
which drones lack. Regardless of where the computations
take place, physical capabilities strongly affect the flow of
data in cyber-physical systems.

A universal framework designed to define the overall sys-
tem architecture is currently not available. The two key com-
ponents of such a framework are the formal definitions of the
available resources and a formal task (mission) description.
In some cases, accomplishing a given mission with the pro-
vided resources may not be possible. In those cases, a generic
framework may also be useful to identify and recommend the
minimal set of resources required to be added to the pool of
available ones.

An example formal definition of a synthetic system mis-
sion and resources available is shown in Figure 6. In con-
trast to pure software systems, cyber-physical systems are
likely to have a richer set of mission-critical capabilities (as
opposed to commonly used set of CPU power, memory and
network speed). Analyzing the available resources and a sys-
tem’s tasks can essentially produce a set of recommendations
for physical investments into certain (possibly new) nodes.
Broadly speaking cloud-, cloudlet-, edge- and fog-computing
are generic attempts to invest into physical capabilities of
certain nodes only. Instead of demanding each smartphone
to be replaced with a faster CPU only a small number of
powerful nodes are placed within a system. Such solutions
aim to solve a system’s tasks with minimal investment.

A preliminary static analysis can be conducted based on
the formal definitions alone; whether or not the mission goals
can be achieved with the available resources. This analysis
can potentially lead to a set of system optimization recom-
mendations such as alternative investment options or specific
system node placement. Given that the nature of a mission
and the available resources may change at arbitrary points
in time, the dynamic system adaptation and reconfiguration
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FIGURE 6. Format system resources and mission definition.

must also incorporate such analysis and provide updated
recommendations at run time. The next section discusses the
run-time system resilience orchestration framework aspects.

B. RUN-TIME SYSTEM ADAPTATION AND
RECONFIGURATION
A system is expected to address failure recovery and dynamic
adaptation issues for effective orchestration. Failure recovery
mechanisms include graceful degradation techniques to keep
a system at least partially operational while the recovery steps
are being taken. Provided a system’s operational level metrics
are formally defined and continuously measured at run time,
some of the steps can be taken proactively. For example,
in cases when a critically high system load is detected, a sys-
tem may choose to spawn additional VMs to improve the
system’s overall performance.

System heterogeneity may pose additional technical issues
as low-level protocol implementations must be compatible
across different nodes. These challenges may be further
aggravated when multi-party systems are taken into consider-
ation. Therefore, a set of universal agreements and protocols
must be defined to allow effective interoperability. Theoreti-
cal system stability ensuring approaches have been proposed
at abstract level [100]. Whilst some domain-specific attempts
such as SNMP have been implemented, a comprehensive
bidirectional (for data acquisition and control) capability-
aware protocol implementation is yet to be developed.

It is relatively easier to implement a single control center
system architecture, which can be a single point-of-failure.
More specifically, in situations when the control center node
becomes unavailable, the rest of the system’s nodes may
also become completely inoperable. Data caching and local
fallback techniques are commonly used to counter potential
failures of a central cloud. Such techniques, however, depend
solely on node connectivity factor and may not always be
suitable in highly distributed systems consisting of nodeswith
different capabilities.

System nodes capabilities define data- and work-flows in
a system. Figure 7 highlights a typical workflow based on

FIGURE 7. System workflow phases.

node capabilities and roles. Maintaining system resilience
comprises of keeping each phase operational. Obviously not
all events can be counteracted; for example, if a specific
sensor node fails, there might be no spare nodes available that
possess the same physical capabilities. However, recovery
procedures such as electing a new node responsible for certain
decisions, in case the original node fails can greatly improve
a system’s overall survivability.

Possessing a deeper understanding of the underlying sys-
tem workflow is critical for cyber-physical systems where
different nodes may considerably differ in their capabilities.
For example, losing connectivity to a node with a powerful
CPU may lead to slower processing times, whereas losing
connectivity to a node with a video camera may render a
surveillance system completely ineffective. Capability-based
analysis of system operation is currently performed implicitly
by system administrators and requires considerable amount
of manual labor. Thus, there is a need of further research in
the area of system orchestration automation. The next section
overviews the current research efforts in design- and run-time
components of system resilience orchestration.

VI. CURRENT RESEARCH EFFORTS
Some techniques, while not specifically targeting a system’s
resilience, may in fact increase the overall resilience as a side-
effect. For instance, local caching and computation can be
implemented in order to improve user experience (by min-
imizing network-related latency), however, this would also
mean that a system may remain operational even if a cloudlet
is not reachable by a client node.

In fact, various system improvements tend to be introduced
to achieve resilience against some specific issues under cer-
tain conditions. A common example is introducing an encryp-
tion layer to an existing system. Whilst rarely positioned as a
resilience measure in general, encryption obviously improves
a system’s global resilience by allowing a system to operate
in presence of malicious nodes. The classification of system
resilience improvement research directions discussed in this
section is presented in Figure 8.

System resilience improvement approaches can be catego-
rized into design-time and run-time. Design-time approaches
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FIGURE 8. System workflow phases.

focus on the initial system configuration which include
general architecture (such as a single centralized cloud vs.
multiple cloudlets) and embedded trust (such as a central
authority). Run-time system orchestration approaches tend to
rely less on the initial system configuration and are instead
operating under an assumption that the system configuration
may change drastically at any time.

A. DESIGN-TIME
Design-time decisions define the general system operation
and aim to solve major problems of node placement and
node collaboration. Given some existing set of resources,
an optimal node placement must be selected. This place-
ment depends on node capabilities/roles and varies from
fully-centralized to fully-distributed (Figure 2). However,
users’ demands and system requirements may change signif-
icantly during system operation.

Unfortunately, there is not much attention being paid to for-
malizing and automating architectural decisions. Automat-
ing the node placement and resource redistribution task
requires a profound knowledge of a systemmission. A higher-
level understanding of service availability currently used by
software availability monitoring tools is not adequate for
cyber-physical systems containing nodes with vastly different
capabilities.

The second problem required to be solved at design time is
efficient node collaboration. In addition to the technical def-
inition of low-level network protocols, a trusted relationship
must be established between system nodes. Some research
efforts are focused on implementing trust as part of a sys-
tem’s architecture. An opposite approach of implementing a
system’s operation independent of initial trust at run time is
discussed in Section 6B.

It has already been stated that a central authority-based
trust management is prone to a single point-of-failure prob-
lem. Thus, resilient solutions need to maintain trust in a
distributed manner. The key properties of trust are subjectiv-
ity, observability and dynamic nature [101]. Whilst trust is
generally not considered transitive, it is possible to introduce
conditional transitiveness for certain scenarios [41]. A com-
mon feature inherent to design-time trust-based approaches
is some prior knowledge embedded in a system such as root
certificates or a list of bootstrap servers. Distributing this

prior knowledge between system nodes becomes challenging
for highly dynamic systems, where a node can join or leave
a system at any time. Hence, various run-time trust manage-
ment techniques have been proposed.

B. RUN-TIME
The two key problems that need to be addressed during
a system’s operation are trust establishing and adapting to
environment or mission changes. Establishing at least some
form of trust between system nodes is requiredwhen no initial
trust such as a central authority, is embedded in a system
architecture. Moreover, due to a possibly dynamic nature of
a system, it becomes crucial to continuously maintain the
established trust during a system’s operation.

1) TRUST-LESS OPERATION
Before identification, authentication and authorization pro-
cedures can be carried out between system nodes, the nodes
must be able to locate each other. This step is known as node
or service discovery and various protocol-level solutions have
been developed. Extending these discovery mechanisms to
take node physical capabilities into account would signifi-
cantly improve their applicability to cyber-physical systems.
Once a participating node has been discovered, the trust
aspect must be addressed. There are two general approaches
to managing trust-related issues in systems with no inherent
trust embedded. First is to actually establish some form of
trust at run tie and second is to operate in a trust-less manner.

A common technique to introduce pseudo-trust to a system
is to assign a reputation to participating nodes, based on
their previous activity and recommendations of other nodes.
Some works explicitly do not distinguish between trust and
reputation management [42]. Trust-establishing mechanisms
typically assume that network layer guarantees data delivery
and attempt to address following issues; asymmetric nature
of trust, selfish nodes refusing to participate and collusion of
malicious nodes [43].

In contrast to establishing trust at run-time, trust-
less approaches attempt to take advantage of even com-
pletely untrusted nodes. This is achieved either through
homomorphic encryption or computation verification. Using
homomorphic encryption, however, does not prove that com-
putation itself was performed properly as a malicious node
may return fake or incomplete results. Increasing resilience
against such malicious and unreliable nodes is achieved
through computational verification.

Assuming that malicious nodes operate independently,
a simple majority voting can be implemented by cross-
checking the results originating from different nodes [47].
An obvious downside of such approach may be an increased
cost of operation for pay-per-use services. Naturally,
the result checking procedure must be significantly cheaper
than performing computation itself [45], [46]. Despite the
high computational cost (and consequently increased power
requirements) associated with result verification, there are
promising recent advances in this area [48].
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Perhaps the largest disadvantage of trust-less approaches
is high cost of error. More research in this area is required to
improve a system’s resilience in hostile environments.

The discussed solutions address the issues of trust of end
nodes towards surrogate nodes. However, trust issue is two-
fold. On one hand, end-nodes may not trust data or result
integrity. On the other hand, surrogate nodes performing the
computation may not trust the code provided by end nodes.
Thus, various code isolation techniques such as virtualization
are commonly applied to surrogate nodes.

2) DYNAMIC ADAPTATION
There may be significant changes in a system’s environment
that necessitate adaptation to the changes, which can be
categorized into scale-oriented and mission-oriented. Scale-
oriented changes include node and resource variations. For
instance, if some surrogate nodes fail, the overall compu-
tational power of a system decreases. The key principles
behind handling scale-oriented changes are fault tolerance
achieved through redundancy and graceful degradation. Tak-
ing advantage of new nodes and resources makes it possible
to optimize a system’s performance [102]–[104]. If a node
and its associated resource fail, the required resources can be
acquired from newly added nodes using load-balancing.

Mission changes originate from a system’s owners and
reflect new goals. These changes may occur independent of
a system’s scale, thus requiring some resource redistribu-
tion to be conducted. Currently, such resource redistribution
techniques largely overlook physical node capabilities and
are mostly focused on dynamic VM provisioning. However,
abstracting physical node capabilities through a virtualization
layer, restricts the applicability of such solutions to purely
software domain.

Table 2 provides a classification of the reviewed resilience
solutions based on the implemented resilience’s type and
architectural level. Note that due to being out of software
domain, physical-level resilience solutions such as elec-
tronic locks, security guards, physical resource protection and
video surveillance are not considered here. As can be seen
in Table 2, the efficiency- and capacity-oriented approaches
are more popular than the trustworthiness-oriented solu-
tions. Similarly, service-level solutions are more popular than
lower-level protocol- and network-based ones.

Whilst hybrid solutions covering different resilience
aspects and layers are somewhat common, none of the
reviewedwork addresses all of the resilience types and layers.
Thus, additional research is required to develop a compre-
hensive and efficient resilience solution. Another potentially
beneficial area of improvement is the extension of node capa-
bilities considered by the reviewed work.

With the growing adoption of cyber-physical systems, the
awareness of physical node capabilities becomes increasingly
important. For example, attempting to request a live video
feed from a node with no camera attached is pointless. There-
fore, it may be technically impossible to achieve new system
goals with the existing resources. These complications lead

FIGURE 9. System resilience orchestration components.

to the necessity of more research to be conducted in the area
of run-time system mission-related changes to develop more
robust and flexible system resilience orchestration.

VII. CHALLENGES AND OPPORTUNITIES
At a higher abstraction level, achieving system resilience
requires addressing multiple system-wide aspects such as
formal resilience metrics, capability-aware resource manage-
ment and mission definition. At a lower abstraction level,
individual node communication must be extended to take
individual node capabilities into consideration. Enhancing
currently existing cyber-foraging techniques to acknowledge
physical node capabilities during the utility function calcula-
tion can be highly beneficial in IoT scenarios. Further details
on the related challenges are discussed in this section.

A. FORMAL RESILIENCE ORCHESTRATION
System resilience is commonly defined in terms of a system’s
ability to provide an ‘‘acceptable level of operation’’ under
certain conditions [105]. Unfortunately, strict resilience met-
rics are not universally defined [106], [132], [142]. Once the
operation level degrades below a pre-set threshold, various
restoration procedures must be carried out until the desired
level of operation is achieved. Large-scale cloud systems
might require additional steps in order to pinpoint the exact
location of a fault [107].

An efficient system resilience orchestration must be
derived from a formal system node capabilities and system
tasks definitions (Figure 9). At a higher level, the resilience
orchestration can be perceived as a continuous two-phase
process, analysis phase and action phase. The analysis phase
is active and is responsible for three main tasks:

• Determining whether the current system goals are
achievable using currently available resources;

• Locating critical system nodes (those possessing
mission-critical capabilities);

• Providing investment recommendations to make a sys-
tem goals reachable.

The orchestration switches to the action phase in case
changes in either a system’s requirements or the available
node capabilities occur during a system’s operation. The
purpose of the action phase is to:
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TABLE 2. Resilience solutions summary.

• Carry out recovery procedures in case the defined sys-
tem requirements cannot be met with the current system
nodes configuration;

• Adapt to the changes in the available resources and a
system’s goals;

• Report failures when system recovery is not possible.

Capability-based architecture is also useful in handling
traditional cyber-foraging and reverse foraging in a uniform
manner. For example, a command center may request the
available drones to send their video feeds to a powerful surro-
gate node for further processing. Video processing results are
then sent back to the command center, which may take a deci-
sion to order certain nodes to attack the detected target. The
order of actions in this process is dictated by the capabilities
of the participating nodes and a system’s mission. Once the
basic system operation is achieved with the existing resources
and capabilities, a node’s dynamic capability can be used for
reconfiguration to improve a system resilience and reliability.

Due to various run-time events, a system’s service level
may severely degrade. A resilient system may either make

disastrous events unlikely (through redundancy) or minimize
the impact of such events (run-time adaptation). With the
advances of large distributed networks consisting of mobile
devices, it has become possible to combine both approaches
for providing redundancy for the selected nodes at run-time
based on a system’s state.

In addition to the external events affecting a system’s
operation level, the nature of a system’s mission itself may
change at run-time. To achieve such level of flexibility, the
proposed framework is expected to allow dynamic changes
to the system’s workflow definition. Whilst partial algorithm
and protocol level implementations are proposed for some
system architectures and specific scenarios [108], a universal
extensible approach is yet to be developed. An integral part
of the proposed framework is the notion of node capabilities,
which can be used to drive individual node communications.

B. CAPABILITY-AWARE CYBER-FORAGING
A common assumption behind cyber-foraging approaches is
that end-point nodes and surrogate nodes only differ in terms
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of capacity [39]. Offloading data is performed because a
surrogate node has more disk space; offloading of computa-
tion is expected to utilize more processing power available
to surrogate nodes and saving battery life of an end-point
node.

This simplistic view of cyber-foraging can be extended
to consider more aspects such as node roles and capabili-
ties. For example, an end device may communicate with a
remote server not because of lack of computational resources
or other capabilities, but because the remote server pos-
sesses some important information. In this scenario, a remote
server has a different role (authority), leading to the necessity
for end-point devices to send requests to a server. Com-
plex cyber-physical systems such as military equipment dis-
tributed across a certain territory may contain nodes vastly
differing in their physical capabilities (and roles). Therefore,
cyber-foraging decisions must be taken based on the available
capabilities in addition to the available capacity.

One of the commonly raised issues is the calcula-
tion of offload choices (known as utility function) [109].
As opposed to always offloading, some computations to a
nearest cloudlet, it may become more effective to perform
the computations locally under certain conditions. Therefore,
the proposed approaches tend to make this type of decisions
automatically at run time [110]–[112]. However, the under-
lying benchmarks are generally taken under laboratory con-
ditions and may not necessarily reflect the real-world usage
scenarios [79]. Thus, defining an optimal utility function
suitable for different environments is still largely an unsolved
problem. Some approaches may, therefore, take offloading
choice based on user preferences [81], [113].

Whilst a multitude of significant factors such as battery
charge level and communication delays are commonly taken
into consideration, perhaps in efforts to simplify the utility
function computation, some approaches tend to dismiss some
seemingly less important factors.

Notable examples include encryption-related delays,
the battery charge required tomaintain the connectivity whilst
waiting for a response and the time required to compute
the value of the utility function itself. However, taking such
secondary factors into consideration may become useful.
The factors commonly assessed by cyber-foraging utility
functions are presented in Figure 10.

The reviewed literature predominantly associates cyber-
foraging only with the computational capabilities of sur-
rogate nodes. Physical node capability-aware resilience is
currently somewhat under-researched. Some existing works
completely overlook device capabilities [146]. Achieving
resilience in both IoT and CPS (Cyber-Physical Systems)
domains is typically done on node level [138], [140]. Dis-
tinctive features of CPS and IoT systems relevant to resilience
include service-critical device capabilities. In such systems,
different hardware failures may have vastly different out-
comes in terms of system operation. For instance, in contrast
to worsened network conditions, a failed video camera may
render the whole video surveillance system ineffective. This

FIGURE 10. Factors affecting cyber-foraging decisions.

significantly complicates automated system operation recov-
ery and future adaptation for complex CPS and IoT systems.

A considerable number of CPS and IoT resilience studies
focus on data exchange, without taking physical data sources
into consideration [131], [137], [145]. Notable exceptions
include focusing on physical environment-affecting node
capabilities in order to evaluate overall system safety in CPS
domain [135]. Due to the high importance of data typically
circulating within IoT and CPS systems, resilience against
malicious nodes also gains significant attention [143].

Perhaps extending a semantic web-oriented ontology lan-
guage such as OWL [114] to focus on physical device capa-
bilities would potentially be beneficial.

VIII. CONCLUSION
Our review has enabled us to conclude that there has
been more research on the software systems resilience
compared with the resilience of cyber-physical systems.
There are several well researched and deployed techniques
such as load-balancing, failover nodes, node discovery and
centralized trust management. However, the rapidly rising
adoption of IoT-based systems, which heavily rely on the
diversity of physical nodes’ capabilities, poses challenges
leading to more cyber-physical resilience-oriented gaining
attention [138], [147].

There is an important need of gaining a deeper understand-
ing of nodes capabilities and roles for efficient resilience
orchestration in modern cyber-physical distributed systems.
Similarly an increased attention is being paid to power
requirements and mobility aspects. It is likely that more
and more devices’ characteristics will become increasingly
important with the adoption of IoT. Thus, a more struc-
tured and extensible formal approaches need to be devel-
oped to achieve highly flexible and capability-aware system
resilience orchestration. Such improvements can be benefi-
cial in scenarios involving a multitude of extremely different
nodes such as military and rescue operations.

There is a need of further research in the area of trust-
worthy collaborations among different systems. Dynamic
systems comprising of nodes belonging to different parties
(perhaps not fully trusting each other) raise additional trust-
and security-related questions to be answered.
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