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ABSTRACT This paper proposes an autonomous microgrid system for the first time with solar thermal
dish-Stirling engine coupled with permanent magnet direct current generator and battery energy storage
system along with uncontrolled variable loads. Both proportional-integral (PI) and proportional-integral-
derivative (PID) controllers are considered separately for the bidirectional charge controller and buck-boost
converter controller for the dish-Stirling system. The modern meta-heuristic algorithms including recent
ones like particle swarm optimization, mine blast algorithm and grey wolf optimizer (GWO), have been
adopted for tuning the gain parameters of the controllers used for the direct current common bus voltage
stability and power sharing. The work considers variable insolation level for somehowmimicking the natural
solar variation all the day. The simulation of the proposed model is carried out in MATLAB/Simulink and
the results are obtained with two types of controllers for comparison. The results demonstrate the superior
performance of the PID controllers optimized with GWO algorithm in terms of faster convergence rate, DC
voltage profile, and maintenance of SOC of battery and energy efficiency as compared to the other two
algorithms. It is also to be noted that the use of a permanent magnet DC generator coupled to the solar dish-
Stirling engine improves the electric conversion efficiency and reduces cost effectively as compared to AC
generators.

INDEX TERMS DC-DC converter, grey wolf optimizer, microgrid, PI/PID controller, solar dish-stirling,
voltage stability.

I. INTRODUCTION
An increase in population and technology developments
demand more and more energy to fulfill their energy require-
ments. The conventional energy sources like thermal power
station and hydropower plants are not sufficient to meet the
total energy requirement. The large hydropower plants affect
the environment and ecosystemwhereas thermal power plants
emit pollutants (like CO2, SO2, etc.) into the air and cause the
environment temperature to increase. Due to global warming,
there is international pressure to reduce the CO2 emission by
shutting down the sources of these types of harmful gases.
Non-conventional distributed energy sources are the solution
to these problems. India has initiated to form an interna-
tional solar alliance of those countries who receive sufficient
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solar irradiance to generate electric power to curtail carbon
emission.

Dish-Stirling (DS) solar-thermal system is a prominent
source of renewable energy and having recent technology
for electrical power generation. Dish-Stirling solar-thermal
system (DSTS) has the highest efficiency (around 30%)
among all other solar-thermal power generation systems by
converting direct solar irradiance into electricity considering
losses [1]. Fig. 1 shows the mechanical design of DSTS
in which the Stirling engine is placed at the focal point
of the parabolic concave mirror or dish collector. Stirling
engines are mechanical devices working on the principle of
the Stirling cycle; solar receivers are so designed to transfer
the received solar energy to the compressible working fluid
like air, hydrogen, helium, nitrogen or even vapor [2]. The
Stirling engines convert solar heat energy into mechanical
power by compression and expansion of working fluid during
cooling and heating of it respectively. The compression and
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FIGURE 1. Solar dish-Stirling system.

expansion of working fluid produce linear motion which
is to be converted into rotary motion and acts as a prime
mover for the generator connected to it for the generation
of electrical power [3], [4]. Review of the literature shows
that most of the researchers have used induction generators
for power generation through DSTS [5]–[9]. Whereas some
of the authors adopted the permanent magnet synchronous
generator (PMSG) for energy conversion purposes [10].
Control schemes of doubly fed induction generator (DFIG)
and PMSG are complex and hence attract more troubles in
controlling them. On the other hand, one more converter
rectifier is required to get power for a DC bus system.

In the proposed work, DSTS is coupled with a Permanent
Magnet Direct Current (PMDC) generator instead of AC
generators, which eliminates the demand of extra converter
rectifier for the DC system and enhances its efficiency [11].
The block diagram of the proposed autonomous DC micro-
grid system is shown in Fig. 2. DC microgrid system is
directly connected to the DSTS, battery bank and the loads
via DC-DC converters as shown in the figure. Most of the
power demand is fulfilled by the solar DS system,whereas the
battery energy storage system (BESS) stabilizes the DC bus
voltage and supplies extra power demand for the time being.
Voltage stability analysis has been carried out in the proposed
work under a change in load demand.

Different controllers like PI and PID for the DC-DC con-
verter switching have been considered for the purpose of
comparative analysis. Manual tuning of the gain constants of
these controllers is laborious and time-consuming; therefore
many meta-heuristic optimization algorithms are being used
for the purpose [12]–[16]. Authors in papers [12] and [13]
proposed particle swarm optimization (PSO) to tune the gain
parameters of PI and PID controllers respectively. Energy
conversion using PMDC generator controlled by PSO based
PID controller is presented in the article [14]. Paper [15]
reported the grasshopper optimization algorithm for tuning

the gain constants of PID controllers. Authors in paper [16]
proposed genetic algorithm (GA), PSO and mine blast algo-
rithm (MBA) to tune the gains of PID controllers, whereas
in paper [17] GA and ant colony optimization are used for
tuning the gain parameters of PI controllers.

The main contributions in this work are as follows:
(i) Introduced the PMDC generator with the solar dish-

Stirling system for the first time for power generation with
greater efficiency.

(ii) Designing the MATLAB simulation model of DSTS
systemwith BESS for investigating the DC bus voltage stabil-
ity of an autonomous microgrid system under variable solar
insolation and variable loads.

(iii) Tuning the gain parameters of the controllers (PI and
PID) using the meta-heuristic algorithms like PSO, MBA and
GWO.

(iv) Comparative analysis of the performance of the con-
trollers optimized with different optimization algorithms,
PSO, MBA and GWO.

The paper is organized as follows: The mathematical mod-
elling of the solar dish-Stirling system and battery energy
storage system are described in section II. Section III gives
complete modelling of control systems for dish-Stirling sys-
tem converters and battery energy storage system. Also,
the recent optimizer algorithms considered in this work are
discussed in this section. Section IV presents the results
obtained with the controllers and their detailed analysis.
Section V brings out contributory conclusions in this work.

II. MATHEMATICAL MODELLING OF
AUTONOMOUS MICROGRID
The power produced by the proposed autonomous microgrid
comprising DSTS which drives the PMDC generator to pro-
duce power depends upon solar irradiance intensity. Since
sufficient solar insolation is not available all the time hence
BESS is connected to the DC bus through a bidirectional
DC-DC converter. Uncontrolled variable resistive household
loads are connected to the DC bus through uncontrolled
switches (S1, S2, . . . Sn) respectively as shown in Fig. 2.

A. SOLAR DISH-STIRLING ENGINE
Solar dish-Stirling engine system consists of a parabolic
reflector dish and a Stirling engine. Insolation falling on the
parabolic reflector compresses the working fluid to drive the
Stirling engine placed at the focal point of the parabolic
reflector. The compressible working fluid such as air, hydro-
gen, helium, nitrogen or vapour situated inside the Stirling
chamber gets heated and moves to the cold space from the
hot space. After getting cold the fluid moves to the hot
space and hence Stirling cycle completes [3], [18]. A piston
connected through the fluid chamber moves to and fro and
gives linear motion due to compression and expansion of the
fluid. Further, it is converted into rotational motion which is
used to rotate the rotor of the generator for the generation
of electric power. The concentrated solar insolation on the
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FIGURE 2. Block diagram of proposed autonomous DC microgrid system.

Stirling engine is converted into heat energy [8] as

QI = ηconAconI (1)

where ηcon is the overall efficiency of the concentrator, Acon
is the projected area of the parabolic type dish concentrator,
and I is the irradiance level. The mechanical torque equation
produced by DSTS as the input to the DFIG proposed by
Thombare and Verma [19] has been modified for the appli-
cation of the proposed PMDC generator in this work. The
absorbed heat flow rate or useful heat energy and generated
mechanical power of the Stirling engine are respectively

Qh = ηhQI
= ηh[KhPmeanωm + AhGr + ChPmeanTh] (2)

and

Pm = ηmKmPmeanωm (3)

where ηh and ηm are the efficiency coefficients of heat energy
and mechanical power generated respectively, Pmean is the
mean pressure of the working fluid and ωm is the engine
speed. Kh, Ah, Km and Ch are the constants; Gr is the total
gas flow rate and Th is the temperature of the heat absorber.
The expression of the efficiency coefficients are expressed as

ηh =

1∑
i=0

1∑
j=0

aijPimeanω
j
m

KhPmeanωm
(4)

ηm =

1∑
i=0

2∑
j=0

bijPimeanω
j
m

KmPmeanωm
(5)

where aij and bij are the multivariate polynomial coefficients
based on the actual input and output powers of the Stir-
ling engine respectively. The expression of the steady-state
mean pressure for the working fluid to harness the maximum
mechanical power is expressed as

Pmean =
KconI − a01ωm − a00 − (1− Ta)/Krec

a11ωm + a10
(6)

where Ta is the normalized atmospheric temperature, Kcon
and Krec are the constants and their values depend upon the
thermal efficiency, projection area and thermal characteristics
of the heat absorber. The expression of the mechanical torque
is obtained by using equations (2), (5) and (6),i.e.

τm=

1∑
i=0

2∑
j=0

bij

(
KconI−a01ωm−a00−(1− Ta)/Krec

a11ωm+a10

)i
ωj−1m

(7)

The values of the constants used in the previous equations
are as follows: Ah = −0.2735, Ch = 0.8752, Kcon = 1.756,
Krec = 2.865, a00 = 0.045, a01 = 0.20, a10 = 0.068, a11 =
2.14, b00 = −0.038, b01 = 0.055, b10 = −0.072, b11 =
1.21, b12 = −0.13 [19]. The mechanical torque produced is
fed to the rotor shaft of the PMDC generator for the electrical
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FIGURE 3. Equivalent circuit diagram of PMDC generator.

TABLE 1. PMDC generator parameter values [20].

power generation. The mathematical modelling of the PMDC
generator has been explained in detail as below in this paper.

B. PMDC GENERATOR
The equivalent circuit diagram of the PMDC generator is
illustrated in Fig. 3 [20], and the torque is provided to it
by a DS engine. The generator armature coil inductance and
resistance are La and Ra respectively. Voltage induced is Eg,
whereas voltage available across the terminals of the genera-
tor is Va, and armature current is Ia. By applying Kirchhoff’s
voltage law the circuit equation obtained is

Va = Eg− L
di
dt
− Ra.Ia (8)

Eg = Kgωm (9)

where Kg is the back emf constant, i is the instantaneous
current and ωm is the speed of the rotor shaft. The mechanical
torque balance equation is expressed in equation (10).

τm = Kt.Ia− Jm
dωm
dt
− Ba.ωm (10)

where Kt, Ba and Jm are torque constant, damping coeffi-
cient and moment of inertia of the machine respectively. The
parameter values of the PMDC generator used are presented
in Table 1.

C. BATTERY ENERGY STORAGE SYSTEM
Solar irradiance does not remain constant all the time and load
is also variable in nature. In this situation, the energy balance
can be ensured by introducing a battery energy storage system
to the microgrid system for the DC bus voltage stability at the
predefined voltage level [21]. The battery operates in charg-
ing mode during extra power generation by DSTS until the

state of charge (SOC) reaches maximum predefined level and
operates in discharging mode during lesser power generation
than load demand until SOC reaches the minimum specified
level. Charging and discharging of the BESS are controlled
by the bidirectional DC-DC converter. Lithium-ion (Li-ion)
type batteries have better energy density, maintenance-free
and better life expectancy and hence used in the proposed
work as BESS [22], [23]. The sizing of a battery depends upon
the energy supply required from it [24] and the efficiency of
the Li-ion battery depends on the charging and discharging
rate of it [25]. If the energy requirement is Eb (kJ), then the
ampere-hour (Ah) rating of the battery can be evaluated from
the equation given below [26].

Eb =
Ah× Vbat × 3600

1000
(11)

where Vbat is the voltage rating of the battery used.
The battery energy Eb is governed by the following

equation [27]:

Eb(t) = Eb(t − 1)+ [Pds(t)ηcon1 − PL(t)] ηcon2ηchb (12)

where Eb(t), Pds(t), PL(t) are battery energy, dish-Stirling
power and load power demand at time t respectively; Eb(t-1)
is the battery energy at time (t-1); ηcon1, ηcon2, and ηchb are
buck-boost converter efficiency, bidirectional converter effi-
ciency and battery charging efficiency respectively. When the
load demand is more than the power generation from DSTS
the battery energy equation will be [27]

Eb(t) = Eb(t − 1)− [PL(t)− Pds(t)ηcon1] ηcon2ηdchb (13)

where ηdchb is the battery discharging efficiency. The values
of the efficiencies are ηcon1 = ηcon2 = 95%, ηchb = 80%, and
ηdchb = 100%.

D. DC-DC POWER CONVERTERS
There is more than one source of energy connected to
the common DC link/bus. Therefore it is the requirement
of DC-DC power converters to maintain the common DC
bus voltage constant. A non-inverting buck-boost converter
connects the dish-Stirling system to the common DC bus.
Bidirectional DC-DC power converter connects BESS to the
common DC bus. The circuit diagram of a non-invertible
buck-boost converter is shown in Fig. 4 [17]. Vin is the
voltage obtained from the PMDC generator and Vdc is the
DC bus voltage magnitude. S1 and S2 are power electronics
switches, MOSFETs are used in the proposed work. Values
of the converter parameters under boost mode are obtained
from the following equations [39]:

L >
V 2
in(Vdc − Vin)

fsw.Kind .Io.V 2
dc

(14)

C2 >
Io.DS2
fsw.Vdc

(15)

where fSW, Kind, DS2 and Io are the switching frequency,
estimated coefficient, duty cycle of switch S2 and output
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FIGURE 4. Circuit diagram of non-inverting buck-boost power converter.

FIGURE 5. Circuit diagram of DC-DC bidirectional power converter.

current respectively. The values of the converter parameters
are as follows: Vin=20 V, Vdc=60 V, fSW = 10 kHz, Kind =

0.3, Io = 30A, C1=5 mF, C2=3 mF and L=1 mH.
The circuit diagram of a bidirectional DC-DC power con-

verter is shown in Fig. 5. Vbat is the nominal voltage level of
BESS, S1 and S2 are semiconductor switches (MOSFET for
this work). During charging mode, it behaves as a buck con-
verter and as a boost converter during the discharging mode.
The design considerations of the bidirectional converter are
as follows [40]:

Lb > max


Vdc

1IL .fSW .Io
.DS1(1− DS1)2;

Vdc
1IL .fSW .Io

.D2
S2(1− DS2)

 (16)

C1 >
1− DS2

8Lb.1Vbat .f 2SW
(17)

C2 >
Io.DS1
1Vdc.fSW

(18)

where DS1 and DS2 are the duty cycles of switches S1 and
S2 respectively. 1IL and 1Vdc are change in inductor cur-
rent and output voltage respectively. The converter parameter
values for the proposed system are as follows: Vbat=24 V,
Vdc=60 V, fSW = 10 kHz, 1IL = 1.5 A, 1Vdc = 0.5 V,
Lb = 0.4 mH, C1= 5 mF, and C2=8 mF.
The power ratings of the different components used in the

proposed microgrid are shown in Table 2.

III. CONTROLLER DESIGN STRATEGIES
The considered DSTS/BESS hybrid system is shown
in Fig. 6; where V∗dc, Vdc, ILds, I∗Lds, ILbat, and I∗Lbat are
DC reference voltage, DC bus voltage, inductor current of
the buck-boost converter for DSTS, inductor reference cur-
rent generated for DSTS converter, inductor current of the
bidirectional converter of BESS system, and inductor

TABLE 2. Power ratings of components used.

TABLE 3. Battery charger operating conditions.

reference current generated for BESS bidirectional converter
respectively.

A. DISH-STIRLING AND BATTERY CHARGE CONTROLLERS
The DSTS DC-DC buck-boost converter is controlled to
inject the power to the DC bus, while the battery bidirectional
DC-DC converter is controlled to regulate the DC bus voltage
and feeds/draws extra power in the system. As per the block
diagram shown in Fig. 6 (b), DC bus voltage error is fed to the
PI or PID controller which generates reference current for the
inner current control loop. Triangular pulse with modulation
(PWM) technique is considered for the generation of firing
pulses which are fed to the converter switches as per the
requirement of boost mode or buck mode operation [28].

The block diagram of theDC-DC bidirectional controller is
shown in Fig. 6 (c), where the switching pulses are generated
like the pulses obtained for the buck-boost converter in the
DSTS system. The charging and discharging mode of opera-
tions are controlled as per DC bus voltage level and SOC of
the battery bank connected. The conditions of operation are
given in the following Table 3:

B. OPTIMIZATION ALGORITHMS FOR AUTONOMOUS
MICROGRID SYSTEM
Many heuristic algorithms have been developed for getting
the optimum solution for complex optimization problems.
Optimization may be a minimization or maximization prob-
lem. In the proposed work minimization of voltage deviation
is considered as the objective for the purpose of evaluating the
performance of the PI/PID controllers used. The authors have
adopted integral absolute error (IAE) of voltage deviation1V
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FIGURE 6. (a) Block/Circuit diagram of proposed microgrid system, (b) Control loop of DSTS, and (c) Control loop of BESS.

TABLE 4. Boundary conditions of gain constants.

as an objective function J as shown in equation (19)

J =

t∫
0

|1V |dt =

t∫
0

∣∣(V ∗dc − Vdc)∣∣dt (19)

The boundary conditions of the gain constants are shown
in Table 4.

Meta-heuristic optimization algorithms have become pop-
ular for the last few years and are being applied for opti-
mizing the gain parameters of the PI and PID controllers.
Some of them are like genetic algorithm (GA) proposed
by Holland [29] in 1975 and Goldberg [30] in 1989, ant
colony optimization (ACO) is proposed by Dorego in 1992,
particle swarm optimization (PSO) proposed by Kennedy
and Eberhart [31] in 1995, artificial bee colony (ABC) pro-
posed by Karaboga in 2005, cuckoo search algorithm pro-
posed by Yang and Dev in 2009, bat algorithm proposed
by Yang in 2010, flower pollination algorithm proposed by

Yan in 2012, etc. Recent algorithms such as mine blast algo-
rithm (MBA) and grey wolf optimizer (GWO) have been
proposed for optimizing the gain parameters of PI/PID con-
trollers for automatic generation control and reported to give
impressive results as compared to most popularly used PSO.

PSO is inspired by the behavior of birds flock or swarm in
search of food. The values of acceleration constants c1 and
c2 are considered 2.0 in this case whereas inertia weight is
taken less than 0.7. The main steps of PSO algorithms are as
follows [32]:

Step 1: Initialization of a population of particles.
Step 2: Find the fitness value for each particle.
Step 3: Compare the fitness value of each particle’s P-best

and updates its value.
Step 3: Compare fitness with overall previous best and

update global best (g-best).
Step 4: Modify the velocity and position of particles.
Step 5: Go to step 2 until convergence criteria is satisfied.
Many more literatures have explained the PSO technique;

hence, it is not explained in detail in this paper. However,
the other two recent algorithms, MBA and GWO have been
explained in detail.

1) MINE BLAST ALGORITHM (MBA)
It is proposed by A. Sadollah et.al. in 2012 and inspired by a
mine bomb explosion in which thrown pieces of shrapnel col-
lide with other bombs and cause more explosions [33], [34].
The casualties resulted from the explosion of amine bomb are
considered as a fitness of the objective function of the mine’s
bomb at a location. The first shot point or initial population
is created as given:

X0 = LB+ rand × (UB− LB) (20)
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FIGURE 7. Flow chart of Mine Blast Algorithm [35].

where X0, LB, UB and rand are initial population, lower and
upper bounds of the PI/PID gain parameters and a uniform
random number between 0 and 1 respectively. The current
location Xn of a mine bomb at the nth iteration is given as:

Xn = {Xm} ; m = 1, 2, 3, . . .Nd (21)

where Nd is the number of variables or number of gain param-
eters is to be optimized in this case. It is considered that Ns
shrapnel pieces are created causing another mine explosion
at location Xn+1.

Xn+1 = 1X + exp
(
−

√
mn+1
dn+1

)
Xn (22)

where 1X indicates the change in position of a shrapnel,
mn+1 is the direction (slope) of shrapnel pieces from origi-
nal explosion and dn+1 is distance of shrapnel pieces from
original explosion. The 1X is defined as

1Xn+1 = dn × rand × cos (θ) (23)

where θ is the angle of shrapnel pieces goes after explosion
for uniform search in the domain space and can be calculated
as given;

θ =
360

◦

Ns
(24)

where Ns is the number of shrapnel pieces.
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FIGURE 8. Position updating in GWO [34].

Further distance and direction are defined as

dn+1 =
√
(Xn+1 − Xn)2 + (Fn+1 − Fn)2 (25)

mn+1 =
Fn+1 − Fn
Xn+1 − Xn

(26)

where F is the fitness function values of location X. The equa-
tions for the exploration in the solution space are given as:

dn+1 = dn + (|rand |)2 (27)

1Xn+1 = dn+1 × cos (θ) (28)

The exploration factor µa provides the ability to the shrapnel
pieces for the fast convergence towards the optimal point.
During the exploration period equations (23) and (25) should
be replaced by equations (27) and (28). As the distance trav-
eled by shrapnel pieces is reduced, global minima is achieved
and hence gives the faster convergence.

dn+1 =
dn

exp (k/αa)
(29)

where αa and k are the reduction factor and iteration number
index respectively. The flow chart of the MBA optimizing the
gain parameters of PI/PID controller is shown in Fig. 7 and
the main steps of the algorithm are as follows:

Step 1: Initialize the values of Ns, µa, αa, maximum num-
ber of iterations, LB and UB of the gain constant variables.

Step 2: Calculate the first shot point and direction of shrap-
nel pieces.

Step 3: Compute the next improved location of the shrapnel
pieces and save the best location.

Step 4: Check the convergence criteria, if satisfied termi-
nate the process and save all values, otherwise go to step 2.

FIGURE 9. Flow chart of grey wolf optimizer.

2) GREY WOLF OPTIMIZER (GWO)
It is proposed by Seyedali Mirjalili et. al. in 2014 and it is
inspired by the hunting behavior of grey wolves. The wolves
in a group are divided into four categories in the wolf hierar-
chy as alpha (α), beta (β), delta (δ) and omega (ω). Alpha is
the leader of a group and is the fittest or optimized solution of
a problem. Beta wolves help alpha wolf in decision making
and implementation of decisions in a group, they come in
the second level of grey wolf hierarchy and they are close to
optimized solution after alpha solution. Omega wolves come
in the lowest ranking in a group and follow other wolves.
However, delta wolves come higher ranking than omega but
subordinate of alpha and beta wolves [36]. The important
phases of grey wolf hunting are as follows [37], [38]:
• Searching, chasing and approaching the prey.
• Encircling and harassing the prey until it stops moving
by getting tired.

• Attacking the prey.
Encircling behaviour is expressed through the following
equations:

D = |CXP (n)− X (n)| (30)
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TABLE 5. Optimized controller gains and minimum objective function values.

X (n+ 1) = XP (n)− A.D (31)

where n is the current iteration, A and C are coefficient
vectors, XP is the position vector of prey and X is the position
vector of a grey wolf. A and C are calculated through the
following equations:

A = 2a.r1 − a (32)

C = 2r2 (33)

where magnitude of vector ‘a’ decreases linearly from 2 to
0 over the course of iteration; r1, r2 are the random vectors
whose values fall in between 0 and 1.

During the hunting process best positions of α, β and δ
are saved first then the position of ω is updated as shown
in Fig. 8 and given in the following equations:

Dα = |C1.Xα − X |

Dβ =
∣∣C2.Xβ − X

∣∣
Dδ = |C3.Xδ − X | (34)

X1 = Xα − A1.Dα
X2 = Xβ − A2.Dβ
X3 = Xδ − A3.Dδ (35)

X (n+ 1) =
X1 + X2 + X3

3
(36)

Algorithm of the GWO optimizing the gain parameters of
PI/PID controller are expressed through the following steps:

TABLE 6. Constant parameters of optimization techniques used.

Step 1: Initialize the initial population, a, A, C and lower
and upper bounds of the gain parameters of

PI/PID controllers.
Step 2: Calculation of the fitness of each search agent Xα ,
Xβ and Xδ .
Step 3: Update the current position of search agent Xω.
Step 4: Update the values of a, A and C.
Step 5: Calculate the fitness of each search agent and

update them.
Step 6: If maximum iteration is achieved return the best

solution Xα .
The flow chart of the GWO for optimizing the gain param-

eters of PI and PID controllers is shown in Fig. 9.
The population size and the maximum number of iterations

for all the algorithms applied in this work are taken as 10 and
50 respectively. Other constant parameters of the algorithms
are presented in Table 6.

IV. RESULTS AND DISCUSSION
It is shown in Fig. 6 that two PI or PID controllers are
connected for the inner current control loop and the outer
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FIGURE 10. Dish-Stirling behavior on solar irradiance: (a) Variation of
solar irradiance, (b) Torque produced by DSTS.

voltage control loop for each converter controllers, hence
total four PI or PID controllers have been used in the proposed
microgrid control system. Tuning of the gain parameters of
these controllers is a challenging task. Therefore, three meta-
heuristic optimization algorithms, such as PSO, MBA and
GWOare used separately linkingwith the Simulinkmodel for
PI and PID controllers separately and optimal gain constants
are obtained which are presented in Table 5. The optimal
values of the objective function are also listed in the table.

Solar insolation is random in nature and there is daily,
monthly and yearly variation. Therefore variable irradiance
input to the DSTS has been considered for this work. The irra-
diance changes from 1000 W/m2 to 800 W/m2 at 0.7 second
and another change from 800 W/m2 to 600 W/m2 is at
1 second as shown in Fig. 10 (a). Dish-Stirling system is a
thermo-mechanical device that produces mechanical torque
as per equation (7) on the incidence of solar irradiance at its
parabolic dish collector. Themechanical torque produced due
to the irradiance as per Fig. 10 (a) is shown in Fig. 10 (b).
By seeing the torque curve it is found that torque decreases as
the solar insolation decreases at time 0.7 and 1 second respec-
tively. The DSTS is mechanically coupled to the PMDC
generator shaft. Therefore the variation of solar irradiance
consequently there is variation in torque produced by DSTS
causes the variation of the voltage induced by PMDC gener-
ator Va as shown in Fig. 11.

The mechanical torque is fed to the prime mover of
the proposed PMDC generator for electrical power genera-
tion. The concept of coupling a PMDC generator with the

FIGURE 11. Output voltage of PMDC generator coupled with DSTS.

FIGURE 12. DC bus voltage curves: (a) DC bus voltage using PI controller,
(b) DC bus voltage using PID controller.

dish-Stirling system is for the first time. This combination
is not only energy efficient but also cost-efficient because
the number of converters required is less in comparison to
the application of AC generators. BESS is also coupled at the
common DC bus through a bidirectional DC-DC converter
and it is responsible for balancing surplus power, overload
demand and the DC bus voltage regulation. The curves of
DC bus vs. time have been obtained in both the cases of PI
and PID controllers. In both the cases the Simulink model
has been run with the algorithms PSO, MBA and GWO
separately. The analysis of the curves shown in Fig. 12 (a)
shows that there is an oscillation in the beginning stage of
the DC bus voltage in case of application of PSO whereas
oscillations are reduced when MBA and GWO are used for
optimization. By observing Fig. 12 (b) it is evident that there
is a small overshoot of DC bus voltage in the beginning. It is
seen clearly in Fig. 13 that voltage overshoot with the PID
controller is lesser compared to the PI controller when their
gain parameters are optimized with GWO. Hence, the overall
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FIGURE 13. DC bus voltage using PI and PID controller optimized with
GWO.

FIGURE 14. Power outputs using PID controller: (a) Dish-Stirling, battery
and load power, (b) Power supplied by dish-Stirling system.

performance of the PID controller optimized with GWO in
maintaining the DC bus voltage profile is better than any of
the other two algorithms, PSO and MBA.

The power control and power sharing in the autonomous
microgrid is shown in Fig. 14 (a). The figure shows the
load power variation, DSTS power generation variation and
battery power exchange. It is seen from the curve that initial
load power demand is 900 watts and it is increased to more
than 1500 watts as peak demand at a later stage. The power
generation by DSTS increases slowly due to the dynamic
behavior of the dish-Stirling system and the PMDCgenerator.
Power generation from DSTS decrease after 0.7 seconds and
again after 1 second as the irradiance level decreases making
it lesser than the load demand. If the battery power curve is
seen, it can be observed that initially, the battery is supplying
the load power, and gradually decreasing as DSTS power
generation increases. At the latter time when load power
demand increases the power from the battery fulfills the extra
load power demand during peak demand time. The negative
battery power flow shows power flow towards the battery

TABLE 7. Convergence time of three optimization approaches
represented in seconds (Sec).

FIGURE 15. Convergence curves: (a) Using PI controller, (b) Using PID
controller.

storage system as in charging operation. Fig. 14 (b) shows
the DSTS power generation curves obtained by applying the
three optimization algorithms. The analysis of these curves
expresses that the power generation from the DSTS is more
in the case of GWO algorithm as compared to the other two
optimizers. That is, the power conversion efficiency is more
by using optimal gain constants of PID controller obtained
with GWO algorithm.

The gain optimizer algorithms have been run for maximum
number of iterations as 50 and population size has been taken
as 10 decided after some trial runs. The IAE is considered as
an objective function (J) as per equation (17) and its optimum
values are depicted in Table 5. The convergence curves of the
objective function over 50 iterations are shown in Fig. 15.
The figure Fig. 15 (a) shows the convergence of J in the case
of PI controller obtained by applying all the three optimizer
algorithms, whereas Fig. 15 (b) shows for the case of PID
controller. It is found that the GWO shows a better conver-
gence rate and gives the minimum objective function value as
compared to PSO and MBA. However, in between PSO and
MBA the performance of MBA is far better than PSO on the
proposed microgrid model. The MATLAB simulation model
of the autonomous DC microgrid system has been run in the
computer having intel core i5 processor and 4GB RAM takes
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FIGURE 16. Variation of state of charge of BESS.

the convergence time by application of three optimization
approaches PSO, MBA and GWO are shown in Table 7.

As Fig. 14 (a) shows that the power flows in the battery
storage is bidirectional. It means that the battery operates
both in charging and discharging modes as per requirements.
Initially, the SOC of the battery storage is taken as 50%.
Charging the battery above 90% and discharging below 20%
is not good for battery health. Therefore, battery operation is
considered in between 20% and 90% SOC. The SOC curves
are shown in Fig. 16 for three different optimizer applications
in the case of PID controller. The figure shows that the
battery is getting discharged in the beginning and getting
charged later on. The charging slows down and SOC remains
constant or decreases during a part of the load power supply
at the peak load demand. It increases after the peak demand. It
is also seen that the SOC level is better with the application of
GWO as compared to the other two optimization algorithms.

V. CONCLUSION
This paper proposes for the first time the coupling of PMDC
generator with the dish-Stirling system instead of AC gener-
ators as reported by other researchers. The DC generator in
the autonomous DC microgrid system works as a cost and
energy-efficient option in an effective manner. Recent meta-
heuristic optimization algorithms MBA and GWO including
PSO have been proposed for tuning the gain parameters of
the PI and PID controllers in this proposed work. Among
these three optimization algorithms, GWO shows better per-
formance in this problem in terms of convergence rate, DC
bus voltage profile, maintenance of SOC level of the battery
and better energy conversion efficiency as compared to the
other two algorithms, PSO and MBA. Further, power sharing
between DSTS and BESS has been shown clearly during
peak and normal loading conditions. It is verified through
the MATLAB simulation results that the voltage stability
achieved with GWO optimized PID controller under variable
solar insolation and load perturbations is the best amongst the
three algorithms. Future work may be carried out by consid-
ering the temperature variations of the dish-Stirling system.
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