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ABSTRACT To reconstruct natural images from compressed sensing (CS) measurements accurately and
effectively, a CS image reconstruction algorithm based on hybrid-weighted total variation (HWTV) and
nonlocal low-rank (NLR) is proposed. It considers the local smoothness and nonlocal self-similarity (NSS) in
image, improves traditional hybrid total variation (TV) model, and constructs a new edge detection operator
with mean curvature to adaptively select the TV. The HWTV combines the advantages of first-order TV and
second-order TV to preserve the edges of the image and avoid the staircase effect in the smooth areas. And
NLR can effectively reduce the redundant information and retain the structural information of the image.
In addition, the proposed algorithm constructs prior regularization terms with improved HWTV model and
NLR model, and utilizes soft threshold function and smooth but non-convex function to solve the TV and
low-rank optimization problems, respectively. Finally, the alternative direction multiplier method (ADMM)
iterative strategy is used to separate the target model into several sub-problems, and the most efficient
methods are adopted to solve each sub-problem. Experimental results show that, compared with the state-
of-the-art CS reconstruction algorithms, the proposed algorithm can achieve higher reconstruction quality,
especially in the case of low sampling rates.

INDEX TERMS Image reconstruction, compressed sensing, hybrid-weighted total variation, nonlocal

low-rank.

I. INTRODUCTION

Compressed sensing [1], [2] theory proposes a new sampling
framework, which simultaneously samples and compresses
sparse or compressible signals at a sampling rate significantly
below Nyquist’s sampling theorem [3], and can perfectly
reconstruct the signal from only a small number of linear
measurements by the corresponding optimization algorithm.
In the theory of CS, if a signal u € R" is sparse (or compres-
sive), then the signal u € R" can be perfectly reconstructed
from its m randomized linear measurements y = ®u+v,y €
R™, where ® € R™"(m « n) is the observation matrix and
v denotes additive Gaussian white noise vector. Observation
matrix can be regarded as a degenerate operation in the pro-
cess of observation, so signal reconstruction is essentially an
ill-posed inverse problem. The CS theory guarantees perfect
reconstruction of u if ® satisfies the restricted isometry prop-
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erty (RIP). In order to obtain a more reasonable estimation
with high robustness, it is usually necessary to rely on prior
information of the original signal, and then the estimation
of the original signal can be expressed as an optimization
problem based on regularization. The general unconstrained
optimization model for solving the inverse problem can be
expressed as

1
Il = arg min 5y = oul? + AR(). (1)
u

where the first term is the data fidelity term, which measures
the closeness of the estimate to the original signal. And
the second term is the regularization constraint term, which
represents the prior information of the original signal and is
used to penalize the estimation of the expected property. A is
a regularization parameter controlling the trade-off between
these two terms.

The classic smoothness prior information regularization
term, such as TV regularization model [4], achieves good

VOLUME 8, 2020


https://orcid.org/0000-0002-7449-9057
https://orcid.org/0000-0002-8318-7119
https://orcid.org/0000-0001-6151-6578
https://orcid.org/0000-0003-1887-8236
https://orcid.org/0000-0002-5852-0813

H. Zhao et al.: HWTV and NLR-Based Image CS Reconstruction

IEEE Access

denoising effect while preserving image edge information,
but often produces staircase effect in the image smooth areas
and penalizes gradients uniformly, which can not effectively
distinguish high frequency pixels such as image edge and
noise. To avoid the staircase effect of the first-order TV model
in the smooth areas, many studies replace the traditional TV
regularization term with the higher order TV regularization
term [5]-[8]. Due to the fact that the solution obtained by
the second-order TV regulation term constraint is piece-wise
linear, it can better describe the grayscale change of the
image in smooth areas so as to avoid the staircase effect.
However, the second-order TV usually blurs the edges of the
original image. Therefore, many researchers have developed
combining the first-order TV and higher-order TV [9], [10] to
avoid the staircase effect while preserving the edge structure
of the image. However, most of the traditional hybrid total
variation (HTV) models do not take the structural features of
the image into consideration, and can not effectively distin-
guish the edges, noise and smooth areas of the image, making
the image reconstruction effect unsatisfactory.

Aiming at the problem that the traditional first-order TV
model has the same penalty for all gradients, a weighted TV
model has been proposed [11]. The core idea of the weighted
strategy is to set a smaller weight for the pixels with larger
gradients, which makes the model preserve the edges of the
image better than the traditional TV model. However, existing
weighted TV strategies generally utilize the gradient of the
image to construct the weight coefficient, and can not make
full use of the structural features of the image, which leads
to the algorithms susceptible to noise, and easy to introduce
wrong textures into reconstructed images.

In addition to smooth sparse prior, the NSS is also
an important property in natural images [12]-[17], which
describes the repeatability of image structures. The NSS
based NLR-CS model [16] can effectively reduce the redun-
dant information and retain the structure information of the
image. However, it always destroys the key details of the
image and fails to preserve edge structures.

Based on the above problems, this paper proposes a new
HWTV and NLR models based image CS reconstruction
algorithm. The main contributions are as follows:

(1) A new edge detection operator is constructed by the
mean curvature based on the second derivative. By setting
the threshold value for the edge detection operator, the first-
order TV model or the second-order TV model in the HTV
are selected adaptively. At the same time, the first-order
TV model is weighted, and the new weight coefficient is
constructed by difference curvature to improve the ability
of the edge preservation and denoising performance of the
algorithm.

(2) The improved HWTV model is introduced into the
NLR-CS reconstruction algorithm, the proposed algorithm
is the first one to combine NLR with HTV regularization
in a single effective model, which effectively describes the
NSS and local smoothness sparsity of natural images in a
unified framework. The TV regularization term and the NLR
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regularization term are complementary to each other, the NSS
prior is utilized to eliminate the influence of global informa-
tion loss in traditional algorithms and preserve the texture and
other structural information of images, the local smoothness
prior is utilized to suppress noise, to reduce or remove the
false information generated in the process of low rank matrix
recovery and preserve edge and other complex structure infor-
mation. Appropriate adjustment of the weights of these two
regularization terms can achieve better reconstruction effects.

(3) In order to simplify the solving process of the algorithm
model, an optimization solution based on ADMM iterative
strategy is designed. The solution problem of the algorithm is
separated into several sub-problems, and each sub-problem is
solved efficiently.

(4) Experimental results verify the effectiveness of the pro-
posed algorithm. The subjective visual effects, objective peak
signal-to-noise ratio (PSNR) and structural similarity (SSIM)
of the reconstructed image are better than thoes of the com-
pared image CS reconstruction algorithms.

The remainder of the paper is organized as follows.
Section II briefly introduces the NLR model. Section III
elaborates the design of algorithm based on HWTV and
NLR models, and gives the implementation details of solving
optimization problem. Experimental results and analysis are
reported in Section IV. In Section V, we conclude this paper.

Il. NLR MODEL

The NLR-CS algorithm was proposed by Dong et al. [16],
in which the NLR is regarded as a prior regularization term
constraint. For each image exemplar patch, the NLR-CS algo-
rithm first finds plenty of similar patches in other positions.
Then the exemplar patches and the similar patches are made
up of a data matrix X; which may be corrupted by some noise.
One solution is to model the data matrix X; as X;=L; + S;,
where L; and S; denote the low-rank matrix and the Gaussian
noise matrix, respectively. Thus the NLR-CS model can be
described as

(u, L) = argmin ||y — ®ul3

u,L;

3.3 { IR = Ll + wrankn}. @)

where Rju = [Rjiu, Rpu, ---Rju] denotes the similar
patches group matrix X;, rank(e) is the rank function.

IIl. HWTV AND NLR BASED IMAGE CS
RECONSTRUCTION ALGORITHM
A. HWTV MODEL
In order to enhance the adaptability and denoising perfor-
mance of the traditional HTV, this section proposes a new
edge detection operator for HTV model and a new weighted
strategy for first-order TV.

The HTV model is generally expressed as

HTV ()= e;|Dul; + (1 — ;)

D2u‘ 3)

i
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with
|Dul; = \/ (D)} + (Dyu); O]

and
’DZM = JDaw? + (D + Dyt + Dyw?, (5)

where «; is a trade-off coefficient which generally utilizes
the edge detection operator to balance the HTV. Eq.(4) and
Eq.(5) are first-order TV and second-order TV, respectively.
(Dxu);, (Dyu); are the first-order difference operators of the
current pixel i in the horizontal direction and the vertical
direction, respectively. (Dxxu);, (Dxytt)i, (Dyxut);, and (Dyyu);
are the second-order difference operators of the current pixel
i in different directions. Due to the complexity of the image
structure and the fact that the first-order TV model has the
same penalty for all gradients of the image, the traditional
edge detection operator based on image gradient can not
effectively distinguish the edges, noise and smooth areas of
the image.

In order to distinguish edges and smooth areas of image
better, we construct a new edge detection operator of HTV
by using the mean curvature M [18] and setting threshold o.
For the i-th pixel, it is defined as

(uyn); + (uge);

M; = 3 (6)
with
Wity + Uyl + iu
_ Uylx x Uylxy yUyy
Upp= 22 7)
x%y
and
Wty — Uyt lhyy + UL
_ UyUxx xUylxy xUyy ]
Usg= 2.2 ’ ( )
uzuy

where u, and u, represent the first-order gradients of the
current pixel i along x (horizontal) and y (vertical) directions,
respectively. uyy, Uyy, Uyy and u,, represent the second-order
gradients of the current pixel i. The first-order TV model can
effectively preserve the edge structure of the image, and the
second-order TV model can effectively remove the staircase
effect in the image smooth areas. Therefore, the adaptive TV
strategy is proposed in this paper. When M; > o, o; = 1 (i is
the pixel position), meaning that only the first-order TV acts
on edge and noise mixed areas, which can effectively preserve
the edges of the image and denoising. When M; < o, ; = 0,
meaning that only the second-order TV acts on the smooth
areas, which can avoid the staircase effectively. This adaptive
strategy makes full use of the characteristics of first-order
TV and second-order TV, and achieves better reconstruction
effect as shown in Section 4.

When the image is reconstructed by the traditional HTV
model, the non-smooth areas (edges, noise) of the image
are mainly dominated by the first-order TV and the effect
of all pixel points in the region is consistent. On the one
hand, edges of the image will be blurred when denoising,
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on the other hand, the effect of denoising can not be achieved
when preserving the edge. According to the above problem,
the first-order TV in the HTV is improved, that is, the TV is
weighted, and a new HWTYV model is proposed as

HWIV() =Y {ozia)i|Du|,- +(- a,-))Dzu

1

o

Here the weight factor w; is constructed by utilizing the
indicator based on the second derivative difference curvature
C [18] as
1
w; = -_, 10
TG40 (19)

where

Ci= ||(”nn)i| - |(M§§)i|| (In

and 6 is a constant. For edges, (”nn)i| is large and (”$¥)i| is
small, so C; is large. For noise, (M'W)i| and |(u§§)i are both
large and almost equal, so C; is small. Therefore, according
to C;, the edges and noises of the image can be distinguished
effectively. The new weighted strategy not only preserves
edges of the image but also improves the denoising perfor-
mance of the proposed algorithm.

B. RECONSTRUCTION OPTIMIZATION MODEL

Through the above analysis and theoretical basis, the objec-
tive function of the proposed HWTV and NLR based image
CS reconstruction model can be expressed as

1 2
argmin = ||y — ®ull;
u 2

D*u

)

30 Y {IRw = L3+ wrank @}, (12)
i

+ 3 Y foenlDul; + (1 = e
i

where A1, X2, and 5 are trade-off parameters. The first term
of Eq.(12) is the data fidelity term, the second term is the
HWTV regularization term, and the third term is the NLR-CS
regularization term. Since Eq.(12) contains low-rank matrix
minimization and different gradient optimization problems,
the direct solving is very complicated. In order to simplify the
solving process of the proposed algorithm model, we utilize
the ADMM [19] method framework to optimize the proposed
objective function. The solving process of the proposed algo-
rithm is as follows.

First, we rewrite Eq.(12) into a constrained one by intro-
ducing auxiliary variable x, z1, 22, and utilize iterative opti-
mization strategy to solve it. One of the advantages of this
transformation is that the problem can be simplified further
by splitting it into sub-problems which are easier to solve.
The constrained model is

1
argmin — ||y — ®ull3
u,Li,x,z1,22

+ 21 ) feilzli + (1= @l

1
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+32 ) {IRx = Lill + nrank(Ly |
i

s.t.u:x,Du:zl,D2u=z2. (13)

Thus, the corresponding augmented Lagrangian function of
Eq.(13) is given by

1
argmin = [ly — dul3
u,Li,x,z1,22
+ 21 ) feilzli + (1= @l

i
+32 > {IR = Ll + nrank(Ly)

+ % llx—u —l—all% + % llz1—Du +b||%
+ 8 sz —D2u+cH2 (14)
2 2’

where w1, (2, pu3 are penalty parameters, and a, b, ¢ are
Lagrangian multipliers. The ADMM method can be regarded
as the original dual method of finding the saddle point prob-
lem (augmented Lagrangian). Therefore, the saddle point
of Eq.(14) is the optimal solution of the original problem
Eq.(12).

Then, we decompose Eq.(14) into four simpler minimiza-
tion sub-problems (a)-(d) to obtain the solution.
Sub-problem (a): The z; and z; sub-problems are given as

ZIIH = argmin A Zaiwi|zl|i
21 i
2
N

and

Z,2€+1 = argmin )\,1 Z(l - Oli)|Z2|i
22 i

which can be solved by the shrinkage operator [20] as

2
) (16)

AQw;
(@) = max {wu — p|; - A o}
w2

osign(Du — b); a7
and
Ml —
(z2); = max “Dzu - MIl-, O}
i 13
osign(D*u — ¢);. (18)

Here I is the identity matrix, sign(x) is a signum function,
when x is greater than or equal to 0, it is 1, and when x is less
than 0, it is -1, o is equivalent to a multiplication.
Sub-problem (b): The L; sub-problem is given as

L = arg min { R
j T Z :

Since the low-rank solution of matrix is a NP-hard prob-
lem, which can not be solved directly. Dong et.al. utilize

; i—i- nrank(L,-)} (19)
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smooth but non-convex function L(L;, &) to approximate
rank(L;), and point out that the low-rank approximate effect
of logdet(-) is better than the nuclear norm |-||, (sum of
the singular values). Here, we replace rank(L;) with L(L;, ¢),
which is a log det(-) surrogate function and can be defined as

L(L;, &)=log det(L;L;")'* + y1), (20)

where y is a positive constant and / denotes the identity
matrix. The iterative process is as follows

LA = U(S —vdiag6*), V7, 1)

where U ¥ VT is SVD (Singular Value Decomposition) of
X, =0 /212, (x)+ = max(x,0), and §* = 1/(o;© + o),
oj is the j-th singular value of L;.

Sub-problem (c): The x sub-problem is

O o argmin)qz IRix — L; ||2 + — ” —u* +a H .
* i

(22)

The x sub-problem essentially is minimization problem of
strictly convex quadratic function. Setting the gradient of
x¥+1 to be zero gives a closed solution for Eq.(22), which
can be expressed as

A S RTLi + i (uf — db)

P — - : (23)
A YRR+ il
1

where / is an identity matrix. Y R;’ R; is a diagonal matrix.

l
Each element in the diagonal matrix corresponds to the image
pixel position, the value of the element is the number of
overlapping patches that cover the pixel location. ZRiTLi

denotes the patches average result-i.e., averaging alll of the
collected similar patches for each exemplar patch [16].
Sub-problem (d): The u sub-problem is

k+1

1
u = argmin < ||y — <I>u||% + ad} ”xk—u +d- ”
u 2 2

ol S e B
— -D b — —D ,
+2 21 u + 2+2 22 quc2

(24
which also has a closed form solution as
(@Ty+u1(xk+ak) )
vt \Fu2DT @ * + 0 + 30T (F + ) 05)

®T D + 11 + DT D + us(D2)! D2
Eq.(25) can be solved effectively by the preconditioned con-
jugate gradient (PCG) method [12].
Now, after solving the above four sub-problems, the mul-
tipliers can be updated as

ak+l — ak _ (uk-i-l _xk+l)
bk+1 — bk _ (Duk+1 _ ZlkJrl) (26)
Ck—i—l — Ck _ (D2uk+l _sz-l—l)’
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and next iteration is performed until the iteration termination
condition is satisfied. The output u**! of the last iteration is
the reconstructed image u of the original image.

The complete algorithm procedure can be summarized as
algorithm 1.

Algorithm 1 HWTYV and NLR Based Image CS Reconstruc-
tion Algorithm

Input: y, ugp = CDTy, a, b, c, A, A, L1, 2, U3, M.
Outloop: fork =1,2,--- ,K

Find the position of similar pixels in the image based on
the patch matching method

if k£ < Kow; = 1 else Calculated w; by Eq.(10).

Inner loop fort =1,2,---, T
Update z;*t! and z,*t! by Eq.(17) and Eq.(18),
respectively.

Update L*t! and x**! by Eq.(21) and Eq.(23),
respectively.
Update u**! by Eq.(25).
Update M{*t! by Eq.(6).
End for
Update a, b, and ¢ by Eq.(26).
End for N
return: the reconstruction image u = u**1,

IV. SIMULATION RESULTS

In this part, we compare our proposed algorithm with the
classical GSR-NCR algorithm [13], NLR-CS algorithm [16],
and TVNLR algorithm [17] by simulation results. The per-
formance evaluation indexes are PSNR (dB), SSIM and
Time(s). Six natural grayscale images of 256 x 256 are
selected as test images, which are Barbara, Boats, Camera-
man, Lena, Monarch and Parrots. The observation matrix &
is a random observation matrix. M is initialized to identity
matrices. According to [17], K, T, Ky are set to 18, 15,
and 5, respectively. The sampling rate is set from 0.01 to
0.30. For example, when the sampling rate is 0.05, the orig-
inal image information obtained is less, but the original
image can be reconstructed with high quality from less
information, which fully demonstrates that the reconstruction
algorithm has superior performance. For better CS recov-
ery performation, the regularization parameters A; and Aj
are tuned separately according to each sub-rate, so are the
Lagrangian multipliers a, b, and c. As shown in Subsec-
tion A to Subsection D, empirically, the number of itera-
tions is set to 270, the number of similar patches is 45,
the size of the matching window of the similar patches
is 20 x 20 image areas which is centered on the current
exemplary patch, and the size of the exemplary patches is
set to 6 x 6. All the simulations are performed in Matlab
2016a environment on a PC with Intel(R) Core(TM) i5-
8500 CPU @3.30GHz, 8G ARM, and Windows 10 operating
system.
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A. ALGORITHM STABILITY

Since the objective function (13) is non-convex, it is dif-
ficult to prove its global convergence theoretically. Here,
we provide empirical evidence to illustrate the stability of
the proposed algorithm. Fig.1 (a) and Fig.1 (b) show the
PSNR iterative curves of test images Boats, Cameraman,
Lena, and Monarch when the sampling rates are 0.05 and
0.20, respectively. It can be observed that with the increase
of iteration number, the PSNR curves increase monotonically
and ultimately become flat and stable when iteration number
over 270, which fully proves good stability of the proposed
algorithm. Therefore, we empirically sets the total iteration
numbers of all algorithms to 270.

35 T K 45

30
.
25 o

IS
o

w
@

PSNR/dB
N
o

PSNR/dB
w
b=

25
~¥—Boats ~—¥—Boats
—©— Cameraman
—9—Lena 20 —9—Lena
v—Monarch ¥—Monarch
50 100 150 200 250 300 350
Iteration number

—6— Cameraman

158 /

10 . . ' . '
50 100 150 200 250 300 350

Iteration number

(@) (b)

FIGURE 1. Stability analysis of the proposed algorithm. (a) The PSNR
results in the case of sampling rate with 0.05; (b) The PSNR results in the
case of sampling rate with 0.20.

B. EFFECT OF NUMBER OF SIMILAR PATCHES

The number of similar patches refers to the maximum number
of image similar patches allowed in the process of construct-
ing low-rank matrices. The core idea of NLR model is to solve
the rank minimizing problem of low-rank matrix constructed
by exemplar patches and its similar patches. The measure of
similar patches is not the absolute similarity between image
structure and content, but the Euclidean distance. On the one
hand, if the number of image similar patches is too large,
in fact, it is impossible to find enough similar patches to
destroy the key details of the image. On the other hand, if the
number of similar patches is too small, the details such as
image edge and texture can not be completely reconstructed.
Therefore, in order to verify the influence of image similar
patches number on the proposed algorithm, we vary the sim-
ilar patches number from 40 to 65. The experimental results
are shown in Fig.2 (a) and Fig.2 (b). It can be seen that the per-
formance of the algorithm may decline with the increase of
image similar patches number. Based on the comprehensive
considerations, the algorithm performs best when the number
of similar patches is 45. For this reason, this paper sets the
number of similar patches to 45 empirically.

C. EFFECT OF SIMILAR PATCH MATCHING WINDOW SIZE

In this subsection, we will give the detailed description about
how to select the best matching window size, which makes the
proposed algorithm achieving the best reconstruction effect.
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FIGURE 2. Effect of number of similar patches. (a) Simulation results in
the case of sampling rate with 0.05; (b) Simulation results in the case of
sampling rate with 0.20.

Number of similar patches

TABLE 1. Effect of similar patch matching window size on reconstruction
performance.

Tamge Sampling rate Index 15x15 20x20 30x30 45x45
Barbara 0.20 PSNR/dB  40.06 40.04 39.98 39.91
0.30 PSNR/dB  43.09 43.10 43.08 43.04
Boats 0.20 PSNR/dB  40.67 40.69 40.66 40.61
0.30 PSNR/dB 4391 43.90 43.90 43.85
Cameraman 0.20 PSNR/dB  39.16 39.24 39.27 39.23
0.30 PSNR/dB  43.78 43.83 43.82 43.82

To reduce the computational complexity in the construction
of low-rank matrix, the similar image patches are searched in
a certain region centered on the current image patches, which
effectively avoids the high computational complexity caused
by the global search for image similar patches. Specifically,
in order to study the sensitivity of matching windows size
to the proposed algorithm, four matching windows of differ-
ent sizes are set up by simulation with several test images
at sampling rates of 0.20 and 0.30. As can be seen from
Table 1, when the search window size is different, the perfor-
mance of CS image reconstruction remains stable basically.
Based on the computational complexity and performance,
this paper sets the similar patch matching window size to
20 empirically.

D. EFFECT OF OVERLAPPING PATCH SPACING

The overlapping exemplar image patch spacing refers to the
distance between two connected exemplar patches in the
process of dividing the image into overlapping exemplar
image patch, which is usually based on pixel. The size of the
exemplar image patch used in this paper is. When the spacing
between the connected exemplar image patches is one pixel,
it means that there is only one row or one column difference
between the connected exemplar image patch. When the
spacing between the connected exemplar image patches is
6 pixels, it means that all exemplar image patches do not over-
lap each other. If the spacing between overlapping patches is
too small, the number of exemplar image patches is too large
and the computational complexity increases. If the spacing
between overlapping patches is too large, the redundant infor-
mation between overlapping patches can not be fully utilized,
and the global structure information of the image can not be
effectively recovered.
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TABLE 2. Effect of overlapping exemplar image patch spacing on
reconstruction performance.

Tamge Index 1 2 3 4 5 6
PSNR/AB  41.51 41.51 4151 41.48 4146  41.35

Lena Time/s  2097.95 547.24 264.50 166.118 113.66 97.60
Monart, PSNR/B 4048 4048 4045 4045 4040 4025
Time/s  2094.05 55046 26745 168.82 11584 98.47

parors PSNR/B 4155 4155 4154 4152 4149 4143

Time/s 2088.72  550.37 265.68 167.10 114.05 97.82

In order to verify the effect of overlapping exemplar image
patch spacing for the proposed algorithm, this paper gives
the performance comparison of different overlapping patches
spacing in test images Lena, Monarch, Parrots with sampling
rate of 0.20. The performance evaluation indexes are PSNR
and CPU running time. As shown in Table 2, the smaller the
overlapping patch spacing is, the greater the computational
time is, and the difference of overlapping exemplar image
patch spacing has little effect on the PSNR value. Based on
computational complexity and performance, the best perfor-
mance is usually between 4 pixels and 5 pixels, so we extract
exemplar image patch in every 5 pixels along both horizontal
and vertical directions empirically.

E. SIMULATIONS ON NOISELESS IMAGE

In the noiseless condition, the reconstruction quality of three
algorithms is compared with different sampling rates. Fig.3,
Fig.4 and Fig.5 show the reconstructed results of the test
images Barbara, Cameraman and Monarch with sampling
rate 0.05, respectively. It can be seen that the GSR-NCR
and TVNLR algorithms have the worst reconstruction per-
formance and the structural loss of the edge and detail of
the image, the GSR-NCR algorithm is particularly obvious.
The NLR-CS algorithm utilizes the NSS of the image and
reconstructs original image by low-rank optimization, which
preserves the overall structural features of the image to a
certain extent, and can reconstruct the general outline of
the image relatively clearly. However, structural information
such as edges and details of the image cannot be effectively
recovered, and the block effect (the so-called staircase effect)
can be seen clearly. In compared, the algorithm proposed
in this paper achieves the optimal subjective visual effect.
The proposed algorithm takes into account the NSS and
local smooth sparsity of the image, effectively makes up
the shortcomings of the NLR-CS model, which not only
effectively preserves the edges, but avoids the staircase effect
in smooth areas. The proposed algorithm makes full use of
the advantages of the first-order TV preserving edge and
the second-order TV preventing the staircase effect. The
reconstructed image is closer to the original image. In Fig.3,
the PSNR values of the proposed algorithm is increased
by 10.05dB, 7.06dB, and 1.76dB compared with the GSR-
NCR, TVNLR and NLR algorithms, respectively. Magnified
image details show that the proposed algorithm can not only
perfectly reconstruct large-scale sharp edges but also well
recover small-scale fine structures. It is effectively verified
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FIGURE 3. CS recovered Barbara images. (a) Original image; (b) Recovered image by GSR-NCR algorithm (19.65dB); (c) Recovered image by
TUNLR algorithm (22.64dB); (d) Recovered image by NLR-CS algorithm (27.94dB); (e) Recovered image by the proposed algorithm (29.70dB).

(d)

FIGURE 4. CS recovered Cameraman images. (a) Original image; (b) Recovered image by GSR-NCR algorithm (19.04dB); (c) Recovered image
by TVNLR algorithm (24.39dB); (d) Recovered image by NLR-CS algorithm (25.38dB); (e) Recovered image by the proposed algorithm

(28.41dB).

(a) (b)

(d)

FIGURE 5. CS recovered Monarch images. (a) Original image; (b) Recovered image by GSR-NCR algorithm (19.31dB); (c) Recovered image by
TVNLR algorithm (23.01dB); (d) Recovered image by NLR-CS algorithm(26.38dB); (¢) Recovered image by the proposed algorithm (28.79dB).

that the proposed algorithm has better performance than the
reconstruction algorithm which only uses a single prior infor-
mation of the image.

To facilitate the evaluation of objective qualities, next,
we change the sampling rate and perform simulations on
different CS algorithms for all test images. Table 3 shows
the PSNR and SSIM results of the reconstructed images at
sampling rates between 0.01 and 0.05. Fig.6 (a) and Fig.6 (b)
show average PSNR comparison for all test images at sam-
pling rates from 0.01 to 0.05 and from 0.05 to 0.30, respec-
tively. As can be seen from Table 3, the PSNR and SSIM
gains of the proposed method are significantly higher than
those of the compared algorithms at low sampling rates. For
the Cameraman image, the PSNR improvement over NLR-
CS, TVNLR, and GSR-NCR algorithms are approximately
3.03dB, 4.02 dB, and 9.37dB when the sampling rate is 0.05,
respectively. And Fig.6 shows that, on average PSNR values,
the proposed method is superior to the compared methods.

23008

As the sampling rate increases, the reconstruction quality
gap between the proposed method and NLR-CS method are
smaller, but it still superior to the TVNLR algorithm and
GSR-NCR algorithm. Based on Table 3 and Fig.6, when the
sampling rate is low and the observation value is less, the pro-
posed algorithm can obtain better reconstruction performance
and better reconstruction visual effect.

F. SIMULATION ON NOISY IMAGE

In this subsection, a similar simulation was performed to
verify the robustness of the proposed algorithm to noise.
A significant amount of additive Gaussian noise is added
to CS measurements. The standard derivations of additive
noise vary to generate the signal-to-noise ratio(SNR) between
15dB and 35dB. Fig.7 shows the PSNR values of testing
images Barbara and Cameraman with sampling rate 0.05 at
different noise levels, respectively. Table 4 shows the PSNR
with different sampling rates and constant noise level.
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TABLE 3. The PSNR and SSIM values of recovery algorithms at different
sampling rates.

Sampling rate

lamge  Algorithm — Index 0, 600 003 004 005

Barbara  VNVER U SSIMO 0400 0491 0523 0545 0.568
NLRcs  PSNRAB 1783 1986 2270 2506 27.94
SSIM 0396 0418 0627 0726 0.829
PSNR/AB 1653 18.10 18.89 19.16 19.65
GSR-NCR " 'soiM 0378 0431 0500 0513 0547
PSNR/AB 1926 2230 2495 2732 29.70
Proposed

SSIM 0419 0.576 0.700 0.803 0.874

Boats  TVNLR USSIM 0501 0567 0.627 0665 0.696

NLR-CS  “goiM 0458 0557 0672 0793 0.848
PSNR/B 1689 17.31 2008 20.60 22.03

GSRNCR  “ooiM 0395 0414 0539 0563 0.630
Provosed  PSNRIB  19.99 2382 26.67 2888 29.70
opose SSIM 0497 0.663 0765 0.827 0.856
Tvnig  PSNRAB 1751 2133 2252 2344 2439

Cameraman SSIM 0.412 0.612 0.680 0.706 0.737

NLR-CS  “'gstM 0401 0554 0635 0711 0.770
PSNR/B  16.13 1718 1777 18.65 19.04

GSR-NCR - “'somv 0484 0505 0549 0582 059
Pronosed  PSNRAB 1731 2155 2487 2717 28.41
ropose SSIM 0420 0.613 0745 0.800 0.823
rnig  PSNRAB 1987 2206 2348 2450 2540

Lena SSIM 0.562 0.634 0.683 0.716 0.745

NLR-CS  “'sstM 0546 0701 0773 0837 0875
PSNR/B  17.56 1953 2031 2161 2341
GSR-NCR  “'soiM 0461 0556 0600 0601 0743
PSNR/AB 2077 2498 2779 2950 30.79

Proposed

SSIM 0572 0.576 0815 0.852 0.878

tynig  PSNRAB 1655 1869 2041 2178 2301
Manorch SSIM 0418 0564 0649 0704 0.751
PSNR/AB 1589 1791 20.64 23.20 26.38

NLR-CS  “goiM 0452 0552 0677 0761 0.843
PSNR/B 1346 1540 1571 17.79 19.31

GSRNCR - “ooiM 0307 0421 0425 0552 0.638
Provosed PSNRAB 1710 2067 23.94 2684 28.79
opose SSIM 0456 0.640 0771 0.852 0.892
Tunig  PSNRAB 2052 2235 2369 2481 2590

Parrots SSIM  0.666 0712 0749 0.776 0.799

NLR-CS  “'ssiM 0570 0689 0780 0.843 0.885
PSNR/B 17.83 18.64 2002 2034 22.02
GSR-NCR  “'soiM 0.626 0.648 0749 0762 0795
Provosed  PSNRAB 1924 2537 2953 3126 3235
ropose SSIM 0547 0.772 0.855 0.876 0.890
32 45

m o
3 3 as
=24 Y =
z z
@ @ 3
/221 o
—F— TVNLR— —¥—TVNLR
20 —6—NLR-CS 2 —6—NLR-CS
19‘ &—@SR-NCR &—GSR-NCR
i —%—Proposed W —%—Proposed
16" ' 20 ' '
0.01 0.02 0.03 0.04 0.05 0.08 0.1 0.15 0.2 0.25 0.3
Sampling rates Sampling rates
(a) (®)

FIGURE 6. Average PSNR results of all test images. (a) Sampling rates
between 0.01 and 0.05; (b) Sampling rates between 0.05 and 0.3.

One can observe from Fig.7 that the PSNR results of the
proposed algorithm outperform those of the compared algo-
rithms at different noise levels. Compared with the NLR-CS
algorithm, the PSNR gains up to 3.38dB and 3.39dB on
reconstructed images Barbara and Cameraman, respectively.
As can be seen from Table 4, when the noise level is constant
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FIGURE 7. The PSNR values of the reconstructed images at different SNR.
(a) Barbara test image noise measurement with sampling rate 0.05.
(b) Cameraman test image noise measurement with sampling rate 0.05.

TABLE 4. The PSNR values of recovery images at different sampling rates.

Sampling rate

SNR - lamge  Algorithm 15 045 020 025 030
TVNLR 2197 2360 2516 2672 2830 29.92

Babara  NLR-CS 2081 2500 2809 2950 30.56 31.87
GSR-NCR 1968 2834 3163 3308 3449 3543

Proposed 2378 2755 29.65 3096 3178 32.49

TVNLR 2203 2613 28.19 2994 3149 3231

4o Cameraman NLR-CS 2092 2560 2727 2830 3001 3186
: GSR-NCR 1905 2252 2531 2628 2807 29.17
Proposed 2402 2730 29.13 30.56 31.66 3246

TVNLR 2198 2586 2831 3029 3194 3265

Manorch  NLR-CS 2133 2643 2833 2966 3095 3234

GSR-NCR 19.25 24.15 28.02 29.36 32.55 33.99
Proposed 23.82 27.68 29.80 31.22 3228 33.05

TABLE 5. Average CPU time for reconstruction images at different
sampling rates.

Sampling rate
0.05 0.10 0.15 0.20 0.25 0.30
TVNLR  Time/s 8234 7875 7645 7466 73.05 71.57
NLR-CS  Time/s 104.98 103.73 10428 103.84 104.29 104.75
GSR-NCR  Time/s 9925 99.12 9885 99.12 9874  98.39
Proposed Time/s 119.48 118.23 116.11 114.93 114.26 114.83

Algorithm  Index

(SNR is 30), PSNR values of the proposed algorithm are
higher than those of the compared algorithms at different
sampling rates, especially at low sampling rates.

G. ALGORITHM COMPLEXITY

To judge the complexity of the proposed algorithm intuitively,
the complexity of each algorithm can be simulated theoreti-
cally by the actual running time of the algorithm. As shown in
the table 5, the average CPU running time of reconstructing
six images under different sampling rates are listed. From the
table, we can see that the proposed algorithm is the slowest,
and average CPU running time is the longest. Compared with
other algorithms, the proposed algorithm has better recon-
struction performance, but increases the complexity of the
algorithm model. In order to reduce the CPU running time of
the algorithm, one feasible method is to adopt parallelization
technology.

V. CONCLUSION

The traditional CS image reconstruction algorithm only con-
siders the single property of the image, which makes the
reconstructed image less effect and the adaptability of the
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algorithm is weak. In view of the above considerations,
a HWTYV and NLR based reconstruction algorithm is pro-
posed in this paper. Firstly, the traditional HTV model is
improved, and a new edge detection operator is constructed
by utilizing the average curvature, and the TV model is
selected adaptively by setting the threshold. At the same time,
the weight is set for the first-order TV model, and the weight
coefficient is constructed by utilizing the difference curva-
ture. Secondly, the NSS and local smoothing sparsity are
applied to a unified framework, that is, the HWTV model and
the NLR-CS model are combined to construct the regulariza-
tion constraints of the optimization algorithm model. Thus,
it can preserve sharp edges while maintaining the smoothness
in the smooth areas, and improve denoising performance.
Finally, the proposed optimization algorithm model is solved
by ADMM method. Extensive numerical results demonstrate
the superiority of the proposed algorithm in terms of visual
quality and quantitative indexes.
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