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ABSTRACT Image inpainting aims to fill missing regions of a damaged image with plausibly synthesized
content. Existing methods for image inpainting either fill the missing regions by borrowing information
from surrounding areas or generating semantically coherent content from region context. They often produce
ambiguous or semantically incoherent content when the missing region is large or with complex structures.
In this paper, we present an approach for image inpainting. The completion model based on our proposed
algorithm contains one generator, one global discriminator, and one local discriminator. The generator is
responsible for inpainting the missing area, the global discriminator aims evaluating whether the repair result
has global consistency, and the local discriminator is responsible for identifying whether the repair area is
correct. The architecture of the generator is an auto-encoder. We use the skip-connection in the generator to
improve the prediction power of the model. Also, we use Wasserstein GAN loss to ensure the stability of
training. Experiments on CelebA dataset and LFW dataset demonstrate that our proposed model can deal
with large-scale missing pixels and generate realistic completion results.

INDEX TERMS AutoEncoder, image inpainting, skip-connection, stable training, wasserstein GAN.

I. INTRODUCTION
Image inpainting [4] is a research field of image processing.
It aims to fill the missing or masked regions of the image
with generated content and make the repaired image visually
realistic. Image inpainting technology has been widely appli-
cated inmany fields, including ancient book restoration, med-
ical image processing, and PhotoShop processing. Therefore,
the research of image inpainting is worth studying. Due to the
complexity of the natural images, there will be obvious fuzzy
phenomena in the region of the repaired image and the bound-
ary between the original region and the repaired region, which
is a main difficult issue in the work of image inpainting. Also,
how to ensure the semantic correctness of the repaired region
is one of the difficulties in the task of image inpainting. In
order to address these problems of image inpainting, existing
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methods categorize into two types: one category is texture
synthesis methods based on the patch, the main idea is to find
the boundary of the missing region to fill in the missing part
of the image. The other is methods based on the Convolution
Neural Networks(CNNs) [20], the main idea is to extract the
features of the image through the deep convolution neural
network to understand the image, and then to fill the missing
region.

A typical patch-based method is a Patch-Match method
proposed by Barnes et al. [3], which searches for the match-
ing patch from the rest part of the image to fill in the missing
region, resulting in more reasonable texture information. This
method has an excellent effect on background inpainting.
However, it does not perform well in the face of complex
images(face, natural images) inpainting, and the result of
inpainting will be very vague. Similarly, other patch-based
methods [10] [11] and exemplar-based methods [7] [31] [35]
are weak in inpainting the missing regions with complex
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structures. The reason is that the texture synthesis method
based on the patch is still not enough to obtain the high-level
characteristics of the image.

With the rapid development of deep learning, the appear-
ance of the feature learning-based image inpainting method
exactly fills the defect of the traditional image inpainting
methods, which is lack of high-level coherence and difficult
to deal with the problem of large areas or complex struc-
tures missing. Neural networks are more powerful to learn
high-level semantic information of images and CNNs are
effective tools for image processing [18]. Neural networks
do more and more image inpainting tasks. Pathak et al. [30]
proposed the model Context Encoder, which combines
encoder-decoder and Generative Adversarial Network(GAN)
[12] to train in an unsupervised method. They use the adver-
sarial loss to make the repaired image as real as possible
and generated realistic results. But context encoder has draw-
backs: the fully connected layer cannot save accurate spatial
information and context encoder sometimes creates blurry
textures inconsistent with surrounding areas of the image.
After this, Yang et al. [37] combined the idea of style transfer
with the context encoder, proposed a new method to repair
high-resolution images, but the model is not powerful enough
to fill the missing region with complex structures. Similarly,
Yeh et al. [39] use DCGAN [32] for image inpainting, which
can successfully generate the missing parts of the image and
fill. However, the blurring situation remains exists around the
border. Iizuka et al. [16] propose a new generative model with
one generator and two discriminators. Results show that this
model can refine the details of inpainting. Similar to their
work, Li et al. [23] also propose a generative model for face
completion, which consists of a generator and two discrimi-
nators. The generator is an encoding-decoding architecture,
and the image filled by this method looks more realistic
and semantically coherent. However, there are shortcomings
in this approach: the result is not very good when dealing
with some unaligned faces, and the model does not fully
explore the spatial dependencies between adjacent pixels.
Kamyar et al. propose a new GAN-based image inpainting
model EdgeConnect [29]. Unlike other GAN-based meth-
ods, EdgeConnect first generates the edge information of the
image to be repaired, and then fills the color, so that the com-
plement results in the edge will not appear fuzzy or distorted
phenomenon. However, the EdgeConnect model sometimes
fails to depict the edges of highly textured areas accurately,
and when most areas of the image are missing, the results of
the model complement become poorer. Chuanxia Zheng et al.
combine Variational Auto-Encoders(VAEs) [17] with Long
Short TermMemory(LSTM) [15] and proposed PICNet [43],
which can generate multiple repaired results. In addition,
many other methods [9] [26] [38] [39] [19] [33] can also get
realistic results, improved the blurring of the repaired images.

Based on thework of Li et al. [23], we propose a newmodel
for image inpainting. Combined with the characteristics of
skip-connection [13] and Auto-Encoders, the model consists
of an encoder-decoder as the generator to synthesize the

missing regions from random noise, two adversarial discrim-
inators judge whether the image generated by the generator is
true or false. We add skip-connection in the generator, which
can help us use the underlying network to enhance the predic-
tion ability of the decoding process, and prevent the gradient
vanishing caused by the deep neural network. Similar to the
architecture proposed by Iizuka et al. [16], we use the archi-
tecture of dual discriminators: global discriminator and local
discriminator. The difference is that we useWasserstein GAN
loss [2] to train our model, which can ensure our model’s
stable training. Also, Hua et al. [48] use Wasserstein GAN to
do the task of image inpainting. Different from their method,
we use the original WGAN loss to train our model instead of
WGAN-GP [49]. Another difference is that we use l2 norm
loss function instead of l1 norm loss function.We demonstrate
that the model we proposed is capable of generating realistic
and semantically coherent images when inpainting images.

In this paper, we make the following contributions

• Skip-connection [13] is used in the generator to
strengthen the predictive ability of the generator and
to prevent the gradient vanishing caused by the deep
network. The result shows that the image completed
by the Encoder-Decoder with skip-connection is more
realistic.

• In order to solve the problem of training adversarial net-
works and improve the accuracy of completed regions,
Wasserstein GAN loss [2] is used to train our model
instead of original cross-entropy loss.

The rest of the paper is structured as follows: In Section II,
related works including multiple image inpainting methods
are discussed. This is followed in Section III by details about
our methods. Section IV describes our experiments in details.
Section V analyzes the results, conclusions and future works
are given in Section VI.

II. RELATED WORK
Since this paper is based on the deep generation model for
image inpainting, some of the deep learning techniques of the
framework used in this paper are briefly below.

A. GENERATIVE ADVERSARIAL NETWORKS (GAN)
Generative Adversarial Networks (GAN) [12] is a method
of training generation model proposed by Ian Goodfellow
in 2014. The core idea is a zero-sum game. The GAN consists
of two parts: a generator and a discriminator. The genera-
tor is used to fit the distribution of the training data. The
discriminator is used to determine whether the input into
the discriminator is the actual data of the training set or the
data generated by the generator. In the generative adversarial
network, a random noise z obeying the Pz(z) distribution
generates x (subject to the PG(x) distribution) via the gen-
erator and then inputs the generated result and the real data
x (subject to the Pdata(x) distribution) into the Discriminator.
The discriminator discriminates the input x is a real sample or
a sample generated by the generator. The goal of the network
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is to achieve a Nash Equilibrium [28], making it impossible
for the discriminator to distinguish whether the input is a real
sample or a generated sample. The model trains the generator
and the discriminator simultaneously by optimizing the loss
function below:

min
G

max
D

V (D,G) = Ex∼pdata(x)[D(x)]

−Ez∼pz(z)[log(1− D(G(z)))] (1)

However, original GAN is challenging to train, and the
loss of generator and discriminator could not indicate the
training process. Wasserstein GAN [2] was proposed to solve
these problems, and it works well. In this paper, we use the
Wasserstein GAN loss for stable training.

At present, many research works on image inpainting have
applied the idea of GAN [41] [9] [19] [23], and these methods
have achieved better completion results. Also, adversarial
game application is a hot topic and many researchers [45]
[46] [40] [21] [22] [46] [44] [14] [24] [25] [8] [5] focus on
this area.

B. SKIP-CONNECTION
Skip-connection is a technique proposed by Kaiming He
in ResNet [13] to solve the problem of gradient vanishing.
The traditional convolutional neural network model increases
the depth of the network by stacking convolutional layers,
thereby improving the recognition accuracy of the model.
When the network level is increased to a certain number,
the accuracy of the model will decrease because the neural
network is back-propagating. The process needs to propagate
the gradient continuously, and when the number of network
layers is deepened, the gradient will gradually disappear,
resulting in the inability to adjust the weight of the previous
network layer. In order to solve this problem, Kaiming He
et al. proposed the idea of taking shortcuts so that the gradient
from the deep layer can be unimpededly propagated to the
upper layer so that the shallow network layer parameters
can be effectively trained. In this paper, we use the tech-
nique of skip-connection to improve the predictive ability
of the generator and to enhance the quality of the repaired
images.

C. AUTOENCODER
AutoEncoder [34] is an unsupervised learning method pro-
posed by Junbo Zhao et al. The model consists of two parts:
an encoder and a decoder. The input picture is encoded by
the encoder to generate the code, and then input the code
into the decoder to obtain the output. The purpose of the
model is to make the picture entered into the encoder and the
picture output from the decoder as similar as possible. In this
paper, we add the skip-connection between the encoder and
the decoder. The above [16] [23] is to use an auto-encoder
architecture as the model’s generative network for image
inpainting. Similarly, we use the auto-encoder architecture as
the generator in the model we proposed.

FIGURE 1. Network architecture.

III. METHODOLOGY
In this section, we first introduce the problem formulation and
some basic symbols. Then we detail the framework proposed
in this paper and the objective function. Finally, we propose
the algorithm of training our model.

A. PROBLEM FORMULATION
The task of image inpainting is formalized as follows: Given
an image x and partially mask it to get an incomplete input
image xm, with r representing the real region. We find a
function f to produce an image f (xm). The purpose of image
inpainting is to ensure that the generated image f (xm) as
close as possible to the original complete image x. Formal
representation is as follows:

f = argmin
f
‖ f (xm)−x‖ 22 (2)

B. FRAMEWORK OVERVIEW
This paragraph details the model framework for image
inpainting. Given an incomplete image, the purpose of our
model is to fill the missing region of the image so that the
entire image is visually and semantically plausibly realistic.
Our model consists of a generator and double discriminators,
as shown in FIGURE.1.

C. GENERATOR
Inpainting is part of a large set of image generation problems.
To solve this problem, we use an auto-encoder as the gener-
ator of our model. The auto-encoder contains two networks:
an encoder and a decoder. In this paper, we input the image
to be repaired into the encoder and encode it into code, and
then reconstruct and generate the repaired image via decoder
decoding.

Different from the typical AutoEncoder architecture,
we add skip-connection between the corresponding layers
of the encoder and decoder sections to prevent the network
layer from deteriorating due to the deepening of the network
layers. Skip-connection canmake sure that the decoding stage
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can utilize the output of the low-level coding stage of the
corresponding resolution to supplement the decoder with part
of the structural feature information lost during the encoder
downsampling phase, and enhance the structure prediction
capability of the generator.

In this paper, the encoder uses a multi-layer convolution
layer architecture. Similarly, the architecture of the decoder is
symmetric to the encoder with transposed convolution layers.
Between the encoder and the decoder, we employ four layers
of dilated convolution instead of fully connected layers.

D. DISCRIMINATOR
The generator is responsible for inpainting the missing or
masked regions of the image. However, the generator can
not guarantee that the generated regions are accurate or con-
sistent with the original image. In order to ensure that the
generated image is much more realistic, this paper uses the
discriminator as a binary classifier to distinguish whether
the image comes from real data distribution or generated by
the generator. Also, the discriminator helps to improve the
generator’s ability to generate more realistic images to fool
the discriminator.

We use two CNN architectures as the local discriminator
and the global discriminator in the discriminative network.
First, the local discriminator mainly identifies whether the
result of the missing part is semantically accurate. For exam-
ple, if the missing part is the nose, then the local discriminator
needs to identify whether the completed part is the nose. The
input of the local discriminator is the part of the original
image that is missing or occluded, and the part generated
by the generator. We input them into the local discriminator
through channel splicing. Since we use the CNN architecture,
the output of the local discriminator is a scalar, which indi-
cates the generated region is true (from real data distribution)
or false (generated by the generator).

However, only the local discriminator is not enough.
Although the result is partially correct, the overall coherence
is considered successful. So we use the global discrimina-
tor to identify the degree of coherence between the gen-
erated region and the original image. Similar to the local
discriminator, the global discriminator’s inputs are also in
two categories: the original image as ground truth and the
entire repaired image generated by the generator. Similarly,
the channel stitches two pictures into the global discriminator,
and the output is also a scalar, indicating the degree of trust of
the global discriminator for the entire image after completion,
and whether it is semantically coherent.

E. THE JOINT LOSS FUNCTION
Since this article uses one generator and two discriminators,
we will analyze the loss function of each module.

• In this paper, we train the generator by minimizing
the reconstruction loss Lr . Between the L1 norm loss
function and the L2 norm loss function, the L2 norm loss
function is chosen in this paper. Because the L2 norm

penalizes the outliers, it is suitable for the inpainting
tasks, but the disadvantage is that the robustness of L2
norm is not strong enough. The reconstruction loss is
defined as

Lr = ‖ G(xm)−x‖ 22 (3)

• Adversarial loss is necessary for training GANs and
becomes common inmany creation tasks, and low adver-
sarial loss means that the generator has stronger power to
fill the holes. For stable training, we apply Wasserstein
GAN loss [2] and use global and local discriminators.
The Wasserstein GAN loss is defined as

min
G

max
D

V (D,G) = Ex∼pdata(x)[D(x)]

−Ez∼pz(z)[D(G(z))] (4)

The global discriminate loss and local discriminate loss
are defined as

Lglobal = Exc∼pg [Dg(xc)]− Ex∼pdata[Dg(x)] (5)

Llocal = Emc∼pg [Dl(mc)]− Em∼pdata[Dl(r)] (6)

where Lglobal and Llocal represent the losses of the global
discriminator and the local discriminator. Dg and Dl
represent the function of the global discriminator and the
local discriminator. xc is the whole image with generated
region andmc is region generated by the generator. x and
r are real image and region from real data distribution.

Overall, the total loss function is defined as follows:

L = Lr + λ1Llocal + λ2Lglobal (7)

where λ1 and λ2 are the weights that balance the effects of
different losses.

F. TRAINING ALGORITHM
We propose an image inpainting algorithm for training in
this paragraph. The mini-batch training method is used to
occlude the image of the dataset in each iteration. Firstly,
we sample a mini-batch of images x from training data and
mask them with random holes. Then we get a mini-batch of
masked images z, real regions before being masked r and
masks m. z = x � m where � represents element-wise
multiplication. Then we train the generator s times with Lr
loss. After training the generator, we fix the generator and
train discriminators t times with Lglobal and Llocal . Finally,
we train the joint model with joint loss L. Input z into the
model and output the predicted images c. Combining the
masked regions of cwith z, we get the final inpainting images
xi = z+c�(1−m). The training procedure can be represented
in Algorithm 1.

IV. EXPERIMENTS
Weuse CNN architecture to implement our proposedmethod.
Leaky Rectified Linear Unit(LeakyReLU) with α of 0.2 is
employed as the activation function. In this paper, the values
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Algorithm 1 Algorithm Training Model
while iterations k < Ttrain do
if k < s then
• Sample mini-batch of m images
{x(1), x(2), . . . , x(m)} from training set pdata(x).Noise
occlusion processing for each image to generate
a dataset of m masked images {z(1), z(2), . . . , z(m)}
and a dataset of m real regions before being masked
{r(1), r(2), . . . , r(m)}..
• Enter mini-batch of m masked images
{z(1), z(2), . . . , z(m)} to the generator and obtain m
generated images {x̃(1), x̃(2), . . . , x̃(m)}, x̃(i) = G(z(i)).
Update the generator with reconstruction loss (Eq.3)
using (G(zi), xi).

else
• Enter mini-batch of m generated images
{x̃(1), x̃(2), . . . , x̃(m)} and m real images
{x(1), x(2), . . . , x(m)} to the global discriminator.
Enter mini-batch of m completed regions
{c(1), c(2), . . . , c(m)} and m real regions
{r(1), r(2), . . . , r(m)} to the local discriminator.
•Update local discriminator and global discriminator
by Wasserstein GAN loss (Eq.5 and Eq.6 ).
if k > s+ t then
• Enter minibatch of m masked images
{z(1), z(2), . . . , z(m)} to the generator and
obtain m generated images {x̃(1), x̃(2), . . . , x̃(m)},
x̃(i) = G(z(i)).
• Discriminate generated images
{x̃(1), x̃(2), . . . , x̃(m)} by local discriminator
and discriminate completed regions
{c(1), c(2), . . . , c(m)} by global discriminator.
Update the joint model with joint loss(Eq. 7 ).

end if
end if

end while

of parameters λ1 and λ2 are set to 100. Parameters were
updated using the Adadelta optimization algorithm [42]. Our
implementation is with Python v3.5, TensorFlow v1.10.0
[1], Keras v2.2.4 [6], CUDNN v9.2 and CUDA v9.2.
We use the same experimental settings to train and test our
model.

A. DATASETS
We use CelebA dataset [27] and LFW dataset [47] to learn
and to evaluate our model. CelebA dataset [27] contains
202599 RGB color facial image. We use 100k images for
training and 1000 images for testing. The LFW dataset [47]
contains 13233 facial images of 5749 individuals. We use
12k images for training and 1k images for testing. In train-
ing, we use images of resolution 256 × 256 with the
largest hole size 128 × 128 and irregular masks in random
positions.

B. POST PROCESSING
In this paper, we directly feed the generator image to be
repaired, which will reconstruct the areas outside the repaired
region. Although the generated image and the original image
are consistent in content and structure, there are still small
differences at the pixel level. So we only choose the filling
part to fuse with the image to be repaired.

V. RESULTS
In order to analyze the effect of image restoration, the model
is compared with GLCIC [16], Fast Marching Method
(FMM) [3] and DIP [50].

A. VISUAL COMPARISONS
Comparisons with FMM, GLCIC and DIP inpainting.
We compare our method with FMM [36] with random reg-
ular and irregular masks. Results show that FMM based
methods cannot recover enough image details and generate
blurry and noisy results. Then we compare our results with
those obtained from the GLCIC [16] and DIP [50]. In the
same experimental environment, we use the same number
of CelebA [27] images and LFW [47] facial images to train
GLCIC and our model separately. The results show that our
method is slightly better than the GLCIC model in image
authenticity and our model performs much better than DIP
model.

FIGURE.2, FIGURE.3 and FIGURE.4 show comparisons
of results obtained using our proposed method, FMM based
method, GLCIC model and DIP model. Column (a) repre-
sents the ground truth images and column (b) is the masked
images. Columns (c), (d) and (e) show the results generated
by FMM [36], GLCIC [16] and DIP [50] respectively. The
last column shows our results in the figure. The result shows

FIGURE 2. Comparisons of inpainting results on CelebA test dataset with
regular missing region.

FIGURE 3. Comparisons of inpainting results on LFW test dataset with
regular missing regions.
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FIGURE 4. Comparisons of inpainting results on CelebA test dataset and
LFW test dataset with irregular missing regions.

that the images generated by our model are more similar to
the ground truth images compared to other methods.

Since there are some symmetrical contents on the face,
we have done some experiments for it. As is shown in
FIGURE. 4, the first row shows the result of image inpainting
with one eye masked. The image of column (f ) is generated
by the model proposed in this paper. Our model can generate
the semantic information of the missing region but failed to
repair the texture information. In the first row of FIGURE.4,
compared with FMM [36], GLCIC [16] and DIP [50], our
model can generate more realistic results when one eye is
maskedwith an irregular mask. FMMandDIP fail to generate
the missing eye. In the second row of FIGURE.4, only our
model and GLCIC succeed in filling the missing nose, while
the other two models are unable to fill in the missing regions
with correct semantic information. In the last row, our model
remains to perform better than other models.

We also compare our model with the model without skip-
connection, as is shown in FIGURE.5.We train ourmodel and
the model without skip-connection in the same environment.

FIGURE 5. Comparisons of the model with skip-connection and the
model without skip-connection in inpainting details.

FIGURE 6. Results of filling big holes on CelebA dataset.

Column (a) represents the ground truth images and column
(b) is the masked images. Column (c) and column (d) show
the result generated by the model without skip-connection
and our model respectively. In the first and last rows of the
FIGURE.5, we cover the eyes. It can be seen from the results
that our model can produce more realistic details than the
model without skip-connection. It seems that our model can
enhance the ability to generate details and structure informa-
tion by skip-connection.

In addition, we also do experiments on filling big holes.
As is shown in FIGURE.6, column (a) represents the ground
truth images and column (b) shows the masked images with
a big mask. Column (c) is the inpainting results of GLCIC
model, and column (d) shows the results generated by our
model. Since FMM(traditional method) [36] and DIP [50]
are not good at filling big holes, FIGURE.6 only shows the
comparisons of GLCIC model and our model. Although the
results of our model repair may seem strange, our model is
able to produce results consistent with the surrounding parts
without significant blurring. All the experiments were done
in the same environment.

B. QUANTITATIVE COMPARISON
In addition to the visual comparison, the experimental results
in this paper are selected in comparison with GLCIC [16],
Fast Marching Method(FMM) [36] and DIP [50] with PSNR
and SSIM indexes.

1) COMPARISONS WITH PSNR
PSNR(Peak Signal to Noise Ratio) is the most common
and widely used image objective evaluation index, which
is based on the error between corresponding pixels, that is,
based on error-sensitive image quality evaluation. The larger
the PSNR, the closer the repaired image is to the ground truth.
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TABLE 1. Quantitative results of different methods on CelebA test
dataset and LFW test dataset.

FIGURE 7. Quantitative evaluations in terms of PSNR and SSIM at
different mask size.

We calculate PSNR by:

PSNR = 10 · log10
2552

ε
(8)

where ε is the mean square error between the repaired image
and the ground truth image.

2) COMPARISONS WITH SSIM
SSIM(Structural Similarity Index) evaluates the similarity
of the two pictures as a whole from three aspects of bright-
ness, contrast, and structure. The SSIM value range is [0, 1].
The larger the SSIM value, the higher the image similarity.
We calculate SSIM by:

SSIM =
(2µXµY + C1) (2σXY + C2)(

µ2
X + µ

2
Y + C1

) (
σ 2
X + σ

2
Y + C2

) (9)

where µX and µY represent the average gray-scale value of
image X and image Y . σX and σY are the standard deviations
of imageX and image Y , σXY is the covariance between image
X and image Y . C1 and C2 are very small constants set to
prevent the denominator from being zero.

We use the same training and test datasets and minimize
mean squared error (MSE) in order to directly compare our
results with the GLCIC model [16]. We use the same masks
and the same testing images of CelebA dataset and LFW
dataset to compute the values of index PSNR and SSIM.
TABLE.1 shows the PSNR and SSIM results of our method
and the other methods on CelebA test dataset and LFW
test dataset. As shown in TABLE.1, our proposed method
performs a little better than GLCIC [16].

We also evaluate the generalization ability by using differ-
ent sizes of masks from 20 to 90 with stride 5. As is shown
in FIGURE.7, our model performs better on small mask size

FIGURE 8. Quantitative evaluations in terms of PSNR of the model with
skip-connection or not.

FIGURE 9. Repaired results where our model fails to generative relevant
information.

inpainting. As the mask size increases, the performance of
our model is getting worse, which is expected as the larger
mask size indicates more structural information and semantic
information. With a small mask size like 40, our model has
good PSNR and SSIM indicators. It is because that small
mask may only occlude part of a facial organ.

Also, we compare the PSNR indicator of the model
adding skip-connection or not. We train the model with
skip-connection and themodel without skip-connection in the
same environment. As is shown in FIGURE.8, ourmodel with
skip-connection performs better than the model without skip-
connection. It is because that skip-connection can help the
generator learn more high-level semantic information.

C. FAILURE CASE
Although our model can generate some realistic inpainting
results, it has some limitations. Our model is not powerful
enough to generate relevant information. As is shown in the
first row in FIGURE.9, when the missing part is a part of the
glasses, our model cannot obtain information from the right
half of the glasses, only from around the eyes to fill the miss-
ing region. Also, our model fails to generate missing regions
of the images with unaligned faces. One failure inpainting
result is shown in the second rows of FIGURE.9, when we
mask a half part of the face, the result can not generate the
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right structure information of the face. This problem can be
solved by data augmentation.

VI. CONCLUSIONS AND FUTURE WORKS
In this paper, we propose a novel approach based on Wasser-
stein GAN for image inpainting. Skip-connection is added to
the generative model of autoencoder architecture to enhance
the prediction ability of the generated model. The experimen-
tal results demonstrate that the model of adversarial network
proposed in this paper plays an important role in image
inpainting. By comparing our model with GLCIC, FMM and
DIP by visual effects, PSNR and SSIM, the results show that
our proposed model can generate better and more realistic
results.

In the future, we plan to extend our model to deal with the
task of image inpainting with complex structure information
missing and compare our model with more state-of-the-art
methods. In addition, the issues proposed in the last paragraph
of Section V will be addressed in our future work. Also,
the inpainting framework we proposed can be applied to the
task of image super-resolution and image denoising.
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