
Received January 11, 2020, accepted January 22, 2020, date of publication January 27, 2020, date of current version February 10, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2969778

A Highly Efficient Spectrum Sensing Approach
Based on Antenna Arrays Beamforming
AMR HUSSEIN HUSSEIN 1, HAGER SHAWKY FOUDA1, HAYTHEM HUSSEIN ABDULLAH 2,
AND ASHRAF A. M. KHALAF 3
1Electronics and Electrical Communications Engineering Department, Faculty of Engineering, Tanta University, Tanta 31111, Egypt
2Electronics Research Institute, Giza 12622, Egypt
3Electronics and Communications Department, Faculty of Engineering, Minia University, Minia 61519, Egypt

Corresponding author: Haythem Hussein Abdullah (haythm_eri@yahoo.com)

ABSTRACT In cognitive radio (CR), the sensitivity of the spectrum sensing (SS) algorithms depends
mainly on several factors such as the receiver sensitivity, the antenna gain, the antenna efficiency and the SS
algorithm itself. Researchers depend mainly on a single antenna element and sometimes on a uniform linear
antenna (ULA) arrays to increase the system sensitivity. But actually the ULA suffers from the large side
lobe level which in turn reduces the antenna gain. Furthermore, the separation between elements in the ULA
is almost chosen to be half wavelength at the operating frequency which results in a dense array of close
elements. If this separation increases slightly in order to reduce the mutual coupling between elements,
the side lobes will increase and thus the realized gain is reduced more and more and as a consequence,
the SNR will be reduced also which has a direct effect on the sensitivity of the system. In this paper, a low
complexity and highly efficient SS technique based on antenna arrays beamforming and the generalized
likelihood ratio test (GLRT) denoted as BF/GD is introduced. The proposed beamforming approach allows
the utilization of the limited number of ULA elements and their corresponding RF chains to synthesize the
desired radiation patterns of larger size antenna arrays for maximum gain realization. The desired pattern
is realized by optimizing the excitation coefficients and inter-element spacing of the array. Consequently,
the enhancement in the realized array gain will lead to a direct increase in the received signal-to-noise
ratio (SNR) which significantly improves the sensitivity and the SS capability of the CR receiver without
the need for extra hardware.

INDEX TERMS Beamforming (BF), cognitive radio (CR), spectrum sensing (SS),multiple antenna elements
(MAE), uniform linear array (ULA), generalized likelihood ratio test (GLRT).

I. INTRODUCTION
In this section, an introduction to CR communications and
recent techniques used to improve the performance of the
SS algorithms is presented. Next is an introduction to digital
antenna arrays beamforming techniques and how to apply
them to CR systems to improve their detection performance.
Firstly, the wireless communication capacity has reached the
saturation level and this has been exacerbated by the emer-
gence of greedy bandwidth applications. CR communication
is one of the most promising technologies in the wireless
communication field, because of its superior ability to solve
the problem of bandwidth shortage caused by services requir-
ing broadband. This technology permits efficient spectral
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collaboration between the unlicensed secondary users (SU)
and the underlying licensed primary users (PU) without
affecting the performance of these users [1], [2]. This type of
coexistence requires the SU to continuously and separately
monitor the presence of the PU. This process is known as
spectrum sensing (SS), which is the basis for the construc-
tion of any CR system. In this case, the temporary unused
spectrum holes will be used efficiently by the SU until the
PU returns to use his licensed frequency band [3]. Effective
research efforts have been exerted in this area and many SS
techniques have been introduced for efficient utilization of
the limited frequency resources [4]–[10]. One of the most
popular SS technologies is the energy detector (ED), which
is characterized by its low complexity and the lack of prior
knowledge of the PU signal parameters and channel charac-
teristics. But its performance worsens as the SNR decreases.
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Also, it compares the signal energy to the estimated noise
variance, which is affected by the noise uncertainty prob-
lems [4], [5]. To overcome these problems, several SS algo-
rithms based on eigenvalue decomposition of the received
signal covariance matrix are introduced in [6]–[9]. The
covariance matrix is formed from the received signals inci-
dent on the multiple antenna elements (MAE) of the CR
receiver. The maximum and minimum eigenvalues of the
signal covariance matrix are efficiently used to decide the
presence/ absence of the PU signal. In [6], the Maximum-
Minimum Eigenvalue (MME) SS technique has utilized the
ratio of the maximum eigenvalue to the minimum eigen-
value as a test statistic for PU detection. In the same paper,
the Energy withMinimumEigenvalue (EME) SS algorithm is
also introduced using the ratio of the calculated signal energy
to the minimum eigenvalue as a test statistic. In [7], the signal
to noise eigenvalue (SNE) based SS algorithm is introduced
for a single PU detection. While in [8], the Arithmetic to
Geometric Mean (AGM) algorithm has employed the ratio of
the arithmetic mean to the geometric mean of the eigenval-
ues as a test statistic. In [9], two high-performance volume-
based detection algorithms denoted as VD1 and VD2 are
introduced where their test statistics are also based on the
eigenvalue decomposition of the covariance matrix. In [10],
a Generalized Likelihood Ratio Test/ Direction of Arrival
estimation (GD) based SS algorithm was introduced. In this
algorithm, in order to take the advantage of the receivingULA
gain, delay and sum beamforming was performed to com-
bine the received PU signal versions constructively consid-
ering the random nature of the noise signals at each antenna
element.

Secondly, it is worth noting that the utilization of MAE or
antenna arrays has significant importance in many applica-
tions such as satellite communications, radar systems, mobile
communications, and CR systems. The use of a large number
of antenna elements at the CR base stations are preferred for
reliable communications. While a large number of antenna
elements at the CR terminals is typically avoided due to
the constraints on the terminal size, weight, and deployment
complexity.

Antenna arrays beamforming can be considered as one
of the most promising solutions that can solve these con-
straints on communication systems as well as its ability to
significantly improve their performance. Beamforming can
be defined as the process in which the radiation pattern of an
antenna array is shaped according to certain optimum criteria.
These criteria could be maximizing the signal-to-interference
ratio (SIR), steering the main beam towards a signal of
interest, nulling the interfering signals, side lobe level (SLL)
reduction, and tracking a moving emitter to name a few
[11]–[13]. To solve the limited array size restriction on the CR
terminals, many beamforming research efforts are attempted
to synthesize large size linear antenna arrays using a reduced
number of antenna elements [14]–[22]. Several analytical
algorithms based on the matrix pencil method (MPM) and
the forward-backward matrix pencil method (FBMPM) are

introduced in [14], [15]. These algorithms provide accurate
arrays synthesis by controling both the elements excitations
and spacings. On the other hand, several optimization-based
array beamforming algorithms were introduced to solve the
typically complicated radiation pattern synthesis problems of
the analytical techniques. These algorithms include vector
Tabu search (VTS), simulated annealing (SA), genetic algo-
rithm (GA), particle swarm optimization (PSO), and differen-
tial evolution algorithms (DEA) [16]–[20]. The common tar-
get of these algorithms is the search for the optimum solutions
of the element’s excitations (magnitude and phase) and inter-
elements spacing required to synthesize the desired array
pattern. But they are time consuming methods especially for
large size and shaped pattern arrays. To avoid the excessive
search burden of the optimization-based techniques, new
hybrid algorithms based on a combination between ana-
lytical and optimization algorithms are introduced in [21],
[22]. In [21], a hybrid technique between the method of
moments (MoM) and the genetic algorithm, (MoM/GA), was
introduced for linear antenna arrays synthesis using a fewer
number of antenna elements using either uniform or non-
uniform element spacing that are determined using the GA.
While the MoM provides a deterministic solution for the
corresponding excitation coefficients. In [22], an efficient
array synthesis algorithm based on a combination between
the Fast Fourier Transform (FFT), Curve Fitting (CF), and the
GA denoted as FFT/CF/GAwas introduced. It also provides a
reduction in the number of elements using either a uniform or
non-uniform element spacing. The FFT of the desired array
pattern is used to determine the excitation coefficients of the
array elements. The curve fitting technique is used to generate
a fitting polynomial that relates the predetermined excita-
tion coefficients using FFT to the corresponding optimized
elements positions. The aforementioned fixed beamforming
techniques have attractive performances in the case of non-
sparse antenna arrays. However, many adaptive beamforming
algorithms for sparse antenna arrays are introduced. Recently,
an efficient adaptive sparse beamforming algorithm named
as L0-norm constrained normalized least-mean-square (L0-
CNLMS) is introduced in [23]. The L0-CNLMS achieved
excellent beamforming for different arrays sizes, configura-
tions, and conditions using fewer number of antenna elements
compared to the adaptive sparse beamforming algorithms
such as the L1-norm linearly constrained normalized least-
mean-square (L1-CNLMS) algorithm and its weighted ver-
sion (L1-WCNLMS) introduced in [24]. As the approximate
L0-norm constrained algorithm provides faster convergence
than the L1-norm constrained algorithm, it is widely used in
sparse beamforming and direction of arrival (DOA) estima-
tion algorithms as introduced in [24].

In this paper, low complexity and highly efficient SS
technique based on fixed antenna arrays beamforming and
the GLRT denoted as (BF/GD) is introduced. The proposed
beamforming allows the utilization of the limited number of
ULA elements of the CR terminal to synthesize the radiation
pattern of a desired larger-size antenna array for maximum
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array gain realization. The desired pattern is obtained by the
optimization of the elements spacing and excitations. As a
result, increasing the array gain will increase the received
SNR which significantly improves the sensitivity and the SS
capability of the CR receiver. The derivations of the proposed
array beamforming approach, the proposed signal model,
and the test statistic of the proposed BF/GD technique are
introduced. Several simulations are carried out to verify the
effectiveness and the superiority of the proposed BF/GD tech-
nique compared to the traditional ULA based SS techniques
such as GD, AGM, MME, SNE, VD1, VD2, and ED. Fur-
thermore, when the proposed signal model is applied to the
aforementioned techniques, significant improvements in their
performances are achieved. Accordingly, they are renamed
as BF/AGM, BF/MME, BF/SNE, BF/VD1, BF/VD2, and
BF/ED, respectively in order to differentiate them before
and after the application of the proposed antenna array
beamforming.

The rest of the paper is organized as follows. In Section II,
the general signal model of the ULA based CR system is pre-
sented. The clarification of the problem formulation is intro-
duced in Section III. The proposed antenna array beamform-
ing technique and the proposed signal model are introduced in
Section IV. The proposed beamforming based GD algorithm
(BF/GD) and its test statistic are illustrated in Section V. In
Section VI, the simulation results of array beamforming and
SS algorithms are discussed. Finally, the paper is concluded
in Section VII.

II. GENERAL SIGNAL MODEL OF THE ULA
BASED CR SYSTEMS
Consider a MAE based CR receiver utilizing a ULA con-
sisting ofM antenna elements with uniform element spacing
d = λ

/
2. Where λ is the wavelength of the received narrow

band PU signal. The ULA array factor Af (θ) is given by [21]

Af (θ) =
∑M

m=1
ameiβ(m−1)d cos θ (1)

where am is the excitation coefficient of the mth antenna
element such that am = 1 for ULA. β = 2π

/
λ is the free

space wave number. Consider a single PU signal impinging
on the receiving antenna array from a known direction θPU ,
then the array steering vector A is given by:

A = Af (θPU ) (2)

A = [1ejβd cos(θPU )ej2βd cos(θPU ) . . . ej(M−1)βd cos(θPU )]
T

(3)

where [.]T is the transpose operator. The received signal y (n)
can be written as:

y (n) = As (n)+ w (n) , n = 1, 2, . . . ,N (4)

where N is the number of received signal samples, s (n) is
the PU transmitted signal, w (n) is a complex white Gaussian
noise (CWGN) with zero mean µw = 0 and variance σ 2

w.
y (n) and w (n) can be expressed in a matrix form as follows:

y (n) =
[
y1(n) y2(n) . . . yM (n)

]T (5)

w (n) =
[
w1(n) w2(n) . . . wM (n)

]T (6)

DefineH0 andH1 as the signal-absence and signal-presence
hypotheses, respectively. The received signal y (n) under
these hypotheses can be expressed as:

y (n) =

{
w (n) , H0

As (n)+ w (n) , H1
(7)

III. PROBLEM FORMULATION
The traditional CR systems employ ULAs of limited sizes
and gains at the CR receiving terminals to avoid excessive
weight, size, and complexity. These restrictions limit the
received SNR and SS capability of the system. As a solution,
beamforming of antenna arrays for maximum gain realiza-
tion can significantly mitigate these limitations. By applying
beamforming technique, the M limited number of antenna
elements of the traditional ULA are used to synthesize the
array pattern of larger size ML-elements antenna arrays,
ML > M , by optimizing the elements spacing and exci-
tation coefficients. The synthesized array pattern using the
M elements will have approximately the same array gain,
half power beamwidth (HPBW), and side lobe level (SLL) of
the ML-elements antenna array. Consequently, higher array
gain is realized without using additional antenna elements.
Moreover, the SNR of the received signal will be increased in
proportion to the gain increment. As a result, significant per-
formance enhancement of the MAE based SS techniques will
be achieved. Another parameter that significantly affects the
performance of the CR system is the SS time that should be
as small as possible for efficient spectrum utilization. In our
case, the beamforming will allow higher SS performance
using a minimum number of antenna elements which reduces
the number of received signal samples, required storage,
system complexity, signal processing, and the SS time.

IV. PROPOSED ANTENNA ARRAY BEAMFORMING
TECHNIQUE AND MODIFIED RECEIVED SIGNAL MODEL
The MoM/GA array beamforming technique introduced in
[21] is selected due to its attractive features compared to
the aforementioned beamforming techniques which can be
summarized as follows: (a) The MPM and FBMPM pro-
vide an ill-conditioned matrix that requires special treatment
using singular value decomposition (SVD) technique. Also,
they have high computational complexity, (b) the optimiza-
tion techniques are based on finding the solution of many
unknown parameters such as the excitation amplitudes and
phases and the location of each element. These optimization
techniques provide good results but they are time-consuming,
(c) The MoM/GA uses a simple matrix inversion algorithm,
(d) the MoM/GA does not suffer from the existence of the
complex element spacing values that are unrealizable as in
case of the appearance of high imaginary parts as in the
MPM and the FBMPM algorithms, and (e) the MoM/GA is
also characterized by fast convergence, high accuracy, less
computational complexity compared to othermethods such as
Marcano’s GA based algorithm,MPM, and FBMPM. Finally,

25186 VOLUME 8, 2020



A. H. Hussein et al.: Highly Efficient SS Approach Based on Antenna Arrays Beamforming

FIGURE 1. The CR receiver using beamformed M-elements antenna array
compared to the CR receiver using ML-elements ULA where M< ML.

it can be used for array synthesis using uniform and non-
uniform element spacing.

In this work, unlike what was mentioned in [21] that the
MoM/GA is used to synthesize the antenna arrays using
reduced number of antenna elements, the MoM/GA algo-
rithm has been modified so that it can use the few available
antenna elements to synthesize the radiation patterns of larger
size antenna arrays.

Consider a MAE based CR receiver equipped with M -
elements ULA with uniform element spacing d . It is required
to utilize the existing M antenna elements to synthesize the
radiation pattern of the desired ML-elements ULA such that
M< ML as shown in Fig. 1.

According to (1), the array factor of the desired ULA,
Afd (θ), can be expressed as:

Afd (θ) =
∑ML

l=1
aleiβ(l−1)d cos θ (8)

where al is the excitation coefficient of the l th antenna ele-
ment of the desired ULA and al = 1 for l = 1, 2, 3, . . . ,ML .
The array factor Afs (θ) of the synthesized array should be

coincided with the desired array factor Afd (θ) which can be
expressed as follows:

Afs (θ) ≈ Afd (θ) (9)∑M

b=1
abejβ(b−1)db cos θ ≈

∑ML

l=1
aleiβ(l−1)d cos θ (10)

where ab and db are the synthesized excitation coefficient and
element spacing of the synthesized array, respectively. Let Q
is the number of samples required to represent the desired
array pattern such that:

Afd (θ) = [Afd (θ1)Afd (θ2)Afd (θ3) . . . . . .Afd
(
θQ
)
] (11)

FIGURE 2. The flowchart of the proposed array synthesis technique.

where θ = [θ1, θ2, θ3, . . . . . . , θQ] are the sample angles such
that 0 ≤ θq ≤ 2π and q = 1, 2, 3, . . . ,Q. Then (10) can
be written in a matrix form as follows (12), as shown at the
bottom of this page.

Let [C]1×M , [Q]M×Q, and [R]1×Q, as shown at the bottom
of the next page. Then (12) can be simplified to

[C]1×M [Q]M×Q = [R]1×Q (13)

It is required to solve (13) to determine the optimum element
spacing db and the excitation coefficients vector [C]1×M .
Multiply both sides of (13) by [Q]HM×Q which is defined as
the hermitian transpose of the matrix [Q]M×Q then

[C]1×M [Q]M×Q[Q]HM×Q = [R]1×Q[Q]HM×Q (14)

Let [RQQ]M×M = [Q]M×Q[Q]HM×Q, then (14) is rewritten as:

[C]1×M [RQQ]M×M = [R]1×Q[Q]HM×Q (15)

The excitation coefficients [C]1×M can be obtained as:

[C]1×M = [R]1×Q[Q]HM×Q[RQQ]−1M×M (16)

where [RQQ]
−1
M×M is the inverse of the matrix [RQQ]M×M .

[a1a2 . . . . . . aM ]×


1 1 . . . 1

ejβdb cos θ1 ejβdb cos θ2 . . . ejβdb cos θQ

. . . . . . . . . . . .

ej(M−1)βdb cos θ1 ej(M−1)βdb cos θ2 . . . ej(M−1)βdb cos θQ

= [Afd (θ1)Afd (θ1)Afd (θ1) . . . . . .Afd (θQ)] (12)
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FIGURE 3. The block diagram of the proposed BF/GD algorithm.

But, (16) has two unknown parameters db and [C]1×M
which makes it difficult to solve this equation by the tradi-
tional techniques. This equation can be solved using the GA
optimization tool to determine the optimal element spacing
db as it is confined within a specific range λ/2≤ db < λ.
For a given value of the parameter db, the excitation coeffi-
cients vector [C]1×M are simply obtained from (16). The GA
searches for the optimum value of the element spacing db to
minimize the designed cost function which is represented as
the summation of the mean square errors between the desired
and synthesized patterns and their half power beamwidths.
The flow of the algorithm is depicted in the flowchart of
Fig. 2. Where MSE is the mean square error and ε is the MSE
threshold which is set to 0.001.

=


∑Q

q=1

∥∥Afs (θq)−Afd (θq)∥∥2
Q

+‖HPBW s − HPBW d‖
2


(17)

whereHPBW s andHPBW d are the half power beamwidth of
the synthesized and desired patterns, respectively.

Now to obtain the proposed beamforming-based signal
model, consider a single PU signal impinging on the receiv-
ing antenna array from a known direction θPU , then the
steering vector Ab of the beamformed antenna array is

given by:

Ab = Afs(θPU ) (18)

Ab =
[

a1 a2ejβdb cos (θPU ) a3ej2βdb cos (θPU )

. . . aMej(M−1)βdb cos (θPU )

]T
(19)

In this case, the modified beamforming based received signal
model yb (n) can be written as:

yb (n) = Abs (n)+ w (n) , n = 1, 2, . . . ,N (20)

V. PROPOSED BEAMFORMING BASED
GD ALGORITHM (BF/GD)
In this section, the proposed array beamforming is applied to
GD SS algorithm introduced in [10]. The block diagram of
the proposed BF/GD algorithm is shown in Fig. 3. Using the
same narrow band signal model introduced in [10], s (n) =
Amej2πnf0+ϕ where Am and ϕ are the signal amplitude and
phase, respectively. f0 ≤ 0.5 is the normalized frequency.
Then (20) can be rewritten as:

yb (n)=Ab(Ame
j2πnf0+ϕ)+w (n) , n = 1, 2, . . . ,N (21)

In order to apply the GLRT simplified linear model [10], the
beamformed signal in (21) is rearranged in a temporal order,
ybt (k), where the received signal becomes MN × 1 large

[C]1×M = [a1a2 . . . . . . aM ]

[Q]M×Q =


1 1 . . . 1

ejβdb cos θ1 ejβdb cos θ2 . . . ejβdb cos θQ

. . . . . . . . . . . .

ej(M−1)βdb cos θ1 ej(M−1)βdb cos θ2 . . . ej(M−1)βdb cos θQ


[R]1×Q = Afd (θ) = [Afd (θ1)Afd (θ2)Afd (θ3) . . . . . .Afd

(
θQ
)
]
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column vector [10]. Thus, the received signal ybt (k) can be
rewritten as:

ybt(k)

=



a11ej2π f0

a21ej(2π f0+βdb cos(θPU ))

aM1ej(2π f0+(M−1)βdb cos(θPU ))

· · ·

· · ·

a1N ej2πNfo

a2N ej(2πNf0+βdb cos(θPU ))
...

aMN ej(2πNf0+(M−1)βdb cos(θPU ))


︸ ︷︷ ︸

�=At8

Amejϕ

+



w11(1)
w21(1)
...

wM1(1)
. . .

. . .

w1N (N )
w2N (N )

...

wMN (N )


(22)

Let At = diag(a11a21 . . . aM1a12a22 . . . aM2...a1Na2N . . .
aMN ) is the MN × MN beamformed array excitation coef-
ficients matrix whose diagonal elements can be expressed as:

amn = am∀m = 1, 2, . . . .M and n = 1, 2, . . . .N (23)

8mn = e(2πnf 0+β(m−1)db cos(θPU )) is the element of theMN×1
matrix8.� =At8 is theMN ×1 known observation matrix.
And 9 = Amejϕ is the unknown signal parameter. wt(k) is
the temporal orderedMN × 1 noise vector. Then (22) can be
expressed as:

ybt (k) = �9 + wt (k) , k = 1, 2, 3, . . . .MN (24)

For the temporal ordered signal ybt (k), the binary hypotheses
can be expressed as:

ybt (k) =

{
wt (k) , H0

�9 + wt (k) , H1
(25)

A. DERIVATION OF THE TEST STATISTIC
In this section, the test statistic of the proposed algorithm is
derived considering the prior knowledge of the noise vari-
ance. The generalized likelihood ratio test (GLRT) is defined
as [10]:

T
(
ybt
)
=

p
(
ybt |H1; 9̂1

)
p
(
ybt |H0; 9̂0

) H0
≶
H1

ξ (26)

where ξ is the threshold. 9̂1 and 9̂0 are the set of
unknown PU signal parameters under the two hypothesesH1

and H 0, respectively. The maximum likelihood estimates of
these parameters are defined as:

9̂0 =
argmax
90

p
(
ybt |H0;90

)
(27)

9̂1 =
argmax
91

p
(
ybt |H1;91

)
(28)

B. PROOF
By applying the GLRT simplified linear model [10] on the
modified signal model, the BF/GD test statistic is given by:

TBF/GD(σ 2w)
(
ybt
)

=
1

σ 2
w/2

ybt
H�(�H�)

−1
�Hybt

H1
≶
H0

ξBF/GD(σ 2w)
(29)

The term (�H�)
−1

can be calculated as

(�H�)
−1
= (8HAHt At8)

−1
(30)

For real excitation coefficients, Eq. (30) can be rewritten as

(�H�)
−1
= (8HAHt At8)

−1
= (N

∑M

m=1
a2m)
−1

(31)

It is clear that (�H�)
−1

is a scalar and in this case, (29) is
expressed as follows:

TBF/GD(σ 2w)
(
ybt
)

=
1

(σ 2
w
/
2)(N

∑M
m=1 a

2
m)

(ybt
H��Hybt)

H1
≶
H0

ξBF/GD(σ 2w)
(32)

As
(
ybt

H��Hybt
)
=
∥∥�Hybt

∥∥2, then
TBF/GD(σ 2w)

(
ybt
)

=
1

(σ 2
w/2)(N

∑M
m=1 a

2
m)

∥∥∥�Hybt
∥∥∥2 H1

≶
H0

ξBF/GD(σ 2w)
(33)

∥∥�Hybt
∥∥2 is the power of the temporal ordered MN × 1 co-

phased received signal vector which is the same as the power
obtained from the M × N co-phased received signal matrix
which is given by:∥∥∥�Hybt

∥∥∥2 = ∥∥∥�H (�9 + wt (k))
∥∥∥2

=

∥∥∥�H�9 +�Hwt (k)
∥∥∥2 (34)

Substituting �H� =N
∑M

m=1 a
2
m from (31), then (34) can be

rewritten as∥∥∥�Hybt
∥∥∥2 = ∥∥∥∥(N∑M

m=1
a2m

)
9 +�Hwt (k)

∥∥∥∥2 (35)

Substituting (35) in (33), the test statistic is expressed as

TBF/GD(σ 2w)
(
ybt
)

=
1

(σ 2
w/2)(N

∑M
m=1 a

2
m)

×

∥∥∥∥(N∑M

m=1
a2m

)
9 +�Hwt (k)

∥∥∥∥2 H0
≶
H1

ξBF/GD(σ 2w)

(36)
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By multiplying (36) by (N
∑M

m=1 a
2
m)

(N
∑M

m=1 a
2
m)
, the TBF/GD(σ 2w) can be

expressed as:

TBF/GD(σ 2w)
(
ybt
)

=
(N
∑M

m=1 a
2
m)

(σ 2
w/2)(N

∑M
m=1 a

2
m)

2

×

∥∥∥∥(N∑M

m=1
a2m

)
9 +�Hwt (k)

∥∥∥∥2 H0
≶
H1

ξBF/GD(σ 2w)

=
(N
∑M

m=1 a
2
m)

(σ 2
w/2)

×

∥∥∥∥∥∥∥∥∥
(
N
∑M

m=1 a
2
m

)
9

(N
M∑
m=1

a2m)

+
�Hwt (k)

(N
∑M

m=1 a
2
m)

∥∥∥∥∥∥∥∥∥
2

H1
≶
H0

ξBF/GD(σ 2w)

=
(N
∑M

m=1 a
2
m)

(σ 2
w/2)

∥∥∥∥∥9 + �Hwt (k)

(N
∑M

m=1 a
2
m)

∥∥∥∥∥
2
H1
≶
H0

ξBF/GD(σ 2w)

(37)

From (37), the first term 9 illustrates that the delay and sum
combiner succeeded to detect the PU signal.While the second
term �Hwt (k)

(N
∑M

m=1 a
2
m)

represents the destructively combined noise.

C. TEST STATISTIC UNDER UNKNOWN NOISE POWER
CONDITION
In practical CR networks, the true value of the noise variance
σ 2
w cannot be determined. From this respect, the estimated

value of the noise variance σ̂ 2
w should be calculated instead.

In general, the maximum likelihood estimation of the noise
variance σ̂ 2

w underH1 can be expressed as [26]

σ̂ 2
w =

1
Nr − df

yH (I −�
(
�H�

)−1
�H )y (38)

where Nr is the number of data records, df is the degree of
freedom of the matrix�, I is Nr×Nr identity matrix, and y is
the received signal. For the proposed beamforming based sig-
nal model, these parameters and variables are set toNr = MN
and y = ybt . For a single PU transmitting a complex signal
s (n) consisting of two parts: real and imaginary, the degree
of freedom parameter is set to df = 2. By substituting these
parameters and variables in (38), the σ̂ 2

w can be rewritten as:

σ̂ 2
w =

1
MN − 2

ybt
H
(
I −�(�H�)

−1
�H

)
ybt (39)

From the GLRT simplified linear model for unknown noise
variance, the test statistic is given by:

TBF/GD(σ̂ 2w)
(
ybt
)

=
1

σ̂ 2
w/2

ybt
H�(�H�)

−1
�Hybt

H1
≶
H0

ξBF/GD(σ̂ 2w)
(40)

Substituting the value of σ̂ 2
w given by (39) in (40), the test

statistic can be rewritten as

TBF/GD(σ̂ 2w)
(
ybt
)

=
2 (MN − 2)

2

×
ybt

H�(�H�)
−1
�Hybt

ybtH
(
I −�(�H�)

−1
�H

)
ybt

H1
≶
H0

ξBF/GD(σ̂ 2w)
(41)

According to the results obtained from the proof in section
V-B, the test statistic of the BF/GD under the noise power
estimation scenario is expressed as:

TBF/GD(σ̂ 2w)
(
ybt
)

= (MN − 2)

×

(N
∑M

m=1 a
2
m)

∥∥∥∥9+ �Hwt (k)
(N
∑M

m=1 a
2
m)

∥∥∥∥2∥∥ybt∥∥2−(N∑M
m=1 a

2
m)

∥∥∥∥9+ �Hwt (k)
(N
∑M

m=1 a
2
m)

∥∥∥∥2
H1
≶
H0

ξBF/GD(σ̂ 2w)

(42)

Logically, using the estimated value of the noise variance
instead of the true value will affect the PU detection capa-
bility of the SS technique. This will be discussed later in the
simulation results.

D. COMPARISON BETWEEN THE GD AND THE
PROPOSED BF/GD SS TECHNIQUES
In this section, a comparison between the ULA assisted GD
SS technique introduced in [10] and the proposed BF/GD
technique is presented. The comparison handles their test
statistics under known and unknown noise variance scenarios
and the utilized techniques as listed in Table 1. Now, in case of
known noise variance, we can define the improvement factor
of the detection performance as:

η =

(N
∑M

m=1 a
2
m)

(σ 2w
/
2)

∥∥∥∥9 + �Hwt (k)
(N
∑M

m=1 a
2
m)

∥∥∥∥2
M

(σ 2w
/
2)

1
N

∥∥∥∑N
n=1 ycomb(n)e

−j2πnf 0
∥∥∥2 (43)

where ycomb is the combined signal after the delay and sum
beamformer. For ULA, the amplitude of the excitation coef-
ficients of each antenna element am = 1∀m = 1, 2, . . . .M .
In this case, the value of the term

∑M
m=1 a

2
m which appeared

in the nominator of (43) equalsM . However, in the proposed
BF/GD SS technique, the synthesized excitation coefficients
formaximum array gain realization are no longer uniform and
become greater than one. Thus, the term

∑M
m=1 a

2
m becomes

greater than M giving improvement factor greater than one.

VI. SIMULATION RESULTS
In this section, the simulation results are divided into two
main parts. The first part handles the simulation results of
the proposed array beamforming technique.While the second
part handles the simulation results of the proposed BF/GD SS
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TABLE 1. The comparison between the GD and the proposed BF/GD SS techniques.

FIGURE 4. A comparison between the desired pattern of ML = 5 elements
ULA and the synthesized pattern using M = 4 elements.

technique and comparing it to other specialized algorithms in
this field.

A. SIMULATION RESULTS OF THE PROPOSED ARRAY
BEAMFORMING
Consider a traditional CR receiver equipped with a ULA
consisting of M = 4 elements with uniform element spac-
ing d = λ

/
2. Applying the proposed modified MoM/GA

beamforming technique, the M = 4 elements are used to
synthesize larger sized antenna arrays with different number
of elementsML = 5, 6, and 7. The input to the beamforming
technique is the desired ML-elements array pattern Afd (θ).
It determines the optimum element spacing db and excitation
coefficients ab required to synthesize the desired pattern.
Fig. 4, Fig. 5, and Fig. 6 show comparisons between the
desired and the synthesized patterns for ML = 5, ML = 6,
andML = 7, respectively. ForML = 5 andML = 6 elements,
the synthesized patterns are highly matched to the desired
patterns in terms of HPBW, side lobe level (SLL), and gain
as shown in Fig. 4 and Fig. 5. But for ML = 7, the grating

FIGURE 5. A comparison between the desired pattern of ML = 6 elements
ULA and the synthesized pattern using M = 4 elements.

FIGURE 6. A comparison between the desired pattern of ML = 7 elements
ULA and the synthesized pattern using M = 4 elements.

lobes appear in the synthesized pattern as shown in Fig. 6.
The polar plot of the synthesized array patterns compared to
the 4-elements ULA pattern is shown in Fig. 7. The excitation
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TABLE 2. The parameters of the synthesized antenna arrays using M= 4 elements for ML= 5,6, and 7 elements antenna arrays compared to the
traditional 4-elements ULA.

FIGURE 7. The polar plot of the synthesized arrays patterns compared to
the 4-elements ULA pattern.

coefficients, element spacing, HPBW, and SLL for the tradi-
tional 4-elements ULA and the synthesized arrays are listed
in Table 2. Where, SLLd (dB) and SLLs(dB) are the desired
and synthesized array side lobe levels, respectively. Gd (dB)
and Gs(dB) are the desired and synthesized array gains,
respectively. 1G(dB) is the realized gain increment which
equals the difference between the synthesized array gain and
the traditional 4-elements ULA gain.

To avoid the appearance of grating lobes and achieve the
maximum gain, we chose the synthesized pattern forML = 6
elements. The synthesized gain for ML = 6 elements array
is 7.5937dB which is higher than that of the traditional
4-elements ULA by 1G = 1.5937dB. The reap reward from
this gain increment will be reflected on the enhancement of
the received SNR which indeed improves the SS capability
of the CR receiver. Also, there is another benefit of no less

FIGURE 8. Probability of detection versus probability of false alarm for
the proposed BF/GD, BF/AGM, BF/MME, BF/SNE, BF/VD1, BF/VD2, and
BF/ED techniques at M = 4 elements, ML = 6 elements, N = 50 samples,
and SNR = −15dB.

TABLE 3. The estimated Pd and improvement ratio RPd for the proposed
and traditional SS techniques at M= 4 elements, ML= 6 elements,
N= 50 samples pfa= 0.1, and SNR = −10dB.

important than the previous one is that the gain increment is
achieved without using additional antenna elements and cost-
effective RF front end chains.
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FIGURE 9. Comparison between probabilities of detection versus probabilities of false alarm before and after using the proposed array
beamforming. At M = 4,ML = 6,N = 50,andSNR = −15 dB. For: (a) GD(σ2

w), GD(σ̂2
w), BF/GD(σ2

w), and BF/GD(σ̂2
w), (b) AGM, MME, SNE,

BF/AGM, BF/MME, and BF/SNE, (c) VD1, VD2, BF/VD1, and BF/VD2, (d) ED(σ2
w), ED(σ̂2

w), BF/ED(σ2
w), and BF/ED(σ̂2

w).

FIGURE 10. Probability of detection versus SNR for the proposed BF/GD,
BF/AGM, BF/MME, BF/SNE, BF/VD1, BF/VD2, and BF/ED techniques at
M = 4 elements, ML = 6 elements, N = 50 samples, and pfa = 0.1.

B. SIMULATION RESULTS OF THE PROPOSED
BF/GD TECHNIQUE
In this section, several simulation scenarios were carried
out to demonstrate the effect of the proposed beamforming
algorithm on the performance of the most commonly used
SS algorithms. It is worth mentioning that detailed analysis

and derivation of the test statistic of the proposed BF/GD
algorithm was introduced in the paper while the proposed
beamforming based signal model is applied to AGM, MME,
SNE, VD1, VD2, and ED spectrum sensing algorithms. The
simulation results included the drawing of the receiver operat-
ing characteristic (ROC) curves to examine the performance
of these algorithms before beamforming (B.BF) and after
beamforming (A.BF). These scenarios are made considering
a single PU transmitting a narrow band QPSK modulated
signal. The traditional SU receiver is equipped with a ULA
consisting of M = 4 antenna elements with uniform ele-
ment spacing d = λ

/
2. The simulation results are averaged

through 10,000 Monte-Carlo simulations.
Firstly, based on the simulation results introduced in

section VI. A, it is evident that to avoid the appearance
of grating lobes and achieve the maximum array gain, the
M = 4 elements ULA is replaced by the synthesizedML = 6
elements array whose parameters are listed in Table 2.

1) SCENARIO 1: PROBABILITY OF DETECTION VERSUS
PROBABILITY OF FALSE ALARM
In this scenario, the probability of detection Pd versus prob-
ability of false alarm Pfa ROC curves are plotted for the
proposed BF/GD, BF/AGM, BF/MME, BF/SNE, BF/VD1,
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FIGURE 11. Comparison between probabilities of detection versus SNR before and after using the proposed beamforming. At M = 4 elements,
ML = 6 elements, N = 50 samples, and pfa = 0.1. For: (a) GD(σ2

w), GD(σ̂2
w), BF/GD(σ2

w), and BF/GD(σ̂2
w), (b) AGM, MME, SNE, BF/AGM,

BF/MME, and BF/SNE, (c) VD1, VD2, BF/VD1, and BF/VD2, (d) ED(σ2
w), ED(σ̂2

w), BF/ED(σ2
w), and BF/ED(σ̂2

w).

FIGURE 12. Probability of detection versus number of samples for the
proposed techniques at M = 4 elements, ML = 6 elements, pfa = 0.1, and
SNR = −15dB.

BF/VD2, and BF/ED techniques atM = 4 elements,ML = 6
elements, N = 50 samples, and SNR = −15dB as shown
in Fig. 8. While Fig. 9-(a), (b), (c), and (d) show accurate
comparisons between the Pd versus Pfa ROC curves of the
proposed techniques and traditional techniques in four sepa-
rate groups to clearly distinguish the amount of improvement
in performance before and after beamforming. For example,

taking into account the proposed BF/GD (σ 2
ω) technique

shown in Fig. (9-a) and to determine the amount of improve-
ment in performance, we calculated the Pd at the standard
Pfa = 0.1 and we found that the value of Pd is increased
from 0.4 to 0.6 for the traditional and proposed techniques,
respectively. It is also clear that there are noticeable out-
performance and improvements in the probabilities of detec-
tion of the proposed techniques compared to the traditional
techniques.

2) SCENARIO 2: PROBABILITY OF DETECTION VERSUS SNR
In this scenario, the probability of detection Pd versus SNR
ROC curves are plotted for the proposed techniques atM = 4
elements, ML = 6 elements and N = 50 samples, and
Pfa = 0.1 over SNR range (−20dB ≤ SNR ≤ 0dB) as
shown in Fig. 10. While Fig. 11-(a), (b), (c), and (d) show
the Pd versus SNR ROC curves of the proposed techniques
compared with the traditional techniques to demonstrate the
effect of the proposed array beamforming on the detection
performance of the SS techniques. To verify the superior-
ity of the proposed techniques compared to the traditional
techniques, a numerical example is taken at SNR = −10dB
where the corresponding probability of detections of the
proposed and traditional techniques are listed in Table 3.
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FIGURE 13. Comparison between probabilities of detection versus number of samples before and after using the proposed beamforming.
At M = 4 elements, ML = 6 elements, pfa = 0.1, and SNR = −15dB. For: (a) GD(σ2

w), GD(σ̂2
w), BF/GD(σ2

w), and BF/GD(σ̂2
w), (b) AGM, MME,

SNE, BF/AGM, BF/MME, and BF/SNE, (c) VD1, VD2, BF/VD1, and BF/VD2, (d) ED(σ2
w), ED(σ̂2

w), BF/ED(σ2
w), and BF/ED(σ̂2

w).

The improvement ratio in the Pd is calculated as RPd , shown
at the top of the next page. From Table 3, it is evident that
under the same operating conditions, the proposed techniques
provide significant improvement ratios in the Pd ranging
from 18.66% up to 159.39% with respect to the traditional
techniques.

3) SCENARIO 3: PROBABILITY OF DETECTION VERSUS
NUMBER OF SAMPLES
In this scenario, the probability of detectionPd versus number
of samples N ROC curves are plotted for the proposed and
traditional techniques at M = 4 elements, ML = 6 elements,
pfa = 0.1, and SNR = −15dB as shown in Fig. 12. While
Fig. 13-(a), (b), (c), and (d) show the Pd versus number of
samples ROC curves of the proposed techniques compared
with the traditional techniques. To verify the effect of the pro-
posed array beamforming on the number of samples required
to achieve the same the Pd as the traditional techniques using
N = 500 samples at M = 4 elements, ML = 6 elements,
pfa = 0.1, and SNR = −15dB, the number of samples saving
ratios are calculated in Table 4 where the saving ratio RN
is calculated as follows RN , as shown at the top of the next
page. It is clear that the proposed beamforming based tech-
niques provide significant reductions in the required num-
ber of samples ranging from 52% to 75% compared to the

TABLE 4. The required number of samples for the proposed techniques
to achieve the same the Pd as the traditional techniques using N= 500
samples and the number of samples saving ratios RN at M= 4 elements,
ML= 6 elements, pfa= 0.1, and SNR = −15dB.

traditional techniques under the same operating conditions.
This significant reduction in the number of received sig-
nal samples plays an effective role in reducing the required
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RPd =
Pd (after beamforming)− Pd (before beamforming)

Pd (before beamforming)
× 100

RN =
N (before beamforming)− N (after beamforming)

N (before beamforming)
× 100

storage space, signal processing load, system complexity, and
SS time of the CR system.

VII. CONCLUSION
In this paper, highly efficient antenna arrays beamforming
technique for maximum array gain realization is proposed
for the application to the state-of-the-art ULA based SS tech-
niques in CR systems. Considering the proposed beamform-
ing themodified received signal model using the beamformed
array is investigated. Along these lines, a high performance
SS technique based on antenna arrays beamforming and the
generalized likelihood ratio test (GLRT) denoted as BF/GD
is introduced with detailed investigation of its test statistic.
Furthermore, the modified received signal model is applied
to the AGM, MME, SNE, VD1, VD2, and ED techniques to
introduce the corresponding beamforming based BF/AGM,
BF/MME, BF/SNE, BF/VD1, BF/VD2, and BF/ED tech-
niques. The enhanced array gain significantly improved the
received SNR which significantly improved the sensitivity
and the SS capability of the CR receiver. The simulation
results showed the superiority of the proposed techniques
compared to the traditional ULA based techniques. Under the
same operating conditions, the proposed techniques provide
significant improvement ratios in the probability of detection
ranging from 18.66% up to 159.39% with respect to the tra-
ditional techniques. Also, they provide significant reductions
in the required number of samples ranging from 52% to 75%
compared to the traditional techniques. It is worth noting that
the application of the proposed technique to the real world
is subject to further optimization according to the different
application, frequency, or the array elements.
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