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ABSTRACT In this paper, a new swarm optimization improved BP (Back Propagation) algorithm, com-
bination of PSE (Particle Swarm Evolution) and BP, called PSE-BP algorithm, is introduced to train ANN
(Artificial Neural Network) for the purpose of microchananel resistance factor prediction. The PSE algorithm
was firstly proposed by comprehensively learning the principle of gradient descent, genetic algorithm and
particle swarm optimization. Then, the search capability of PSE was analyzed by a standard cost function.
Its appropriate control parameters were also determined by the same time. By utilizing the global search
ability and high search efficiency of PSE algorithm, the improved BP (PSE-BP) algorithm was proposed.
The training efficiency of PSE-BP algorithm was tested and compared with BP algorithm using Iris dataset.
Finally, the resistance factor of rectangular cross-section microchannel was established using ANN, and
trained with PSE-BP and BP algorithm, respectively. The results show that the PSE-BP algorithm can greatly
improve the training efficiency of ANN, compare with BP algorithm. And the microchananel resistance
factors, which predicted by ANN model and trained with PSE-BP algorithm, are in good agreement with the

simulation samples.

INDEX TERMS Particle swarm evolution, BP, ANN, training efficiency, resistance, microchannel.

I. INTRODUCTION

Artificial neural network (ANN) is a kind of mathematical
model, which is the simulation and simplification of the infor-
mation processing and transmission mechanism of biological
nervous system. ANN has extremely strong adaptability to
nonlinear problems by training to approach target system,
which is also called learning [1]-[4]. The training process
of ANN is actually the minimum optimization process of the
output error function (cost function), and using all the weights
and biases as argument. It is important to provide accurate
numerical methods to predict flow characteristics such as
pressure drop and resistance factor of fluid in microchannel.
Based on the strongly nonlinear recognition ability, ANN has
been widely used in microfluidic devices such as Bar ez al. [5]
studied the non-Newtonian liquid flow through piping com-
ponents using ANN. Alizadehdakhel et al. [6] studied the
two-phase flow pressure drop using ANN. Zhao and Su [7]
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predicted the pressure coefficient of cyclone separators using
ANN. Rahimi et al. [8] predicted the flow characteristic in
serpentine micro-channels by the application of ANN and
GA (genetic algorithm). Beigzadeh and Rahimi [9] studied
the heat transfer and flow characteristics in helically coiled
tubes using ANN. Moreover, Xiea et al. [10], Rosa et al. [11]
Cai et al. [12], Wu et al. [13] studied the flow regime classi-
fication using ANN. All the researches showed that the ANN
has very high accuracy in the application of prediction and
classification.

Theoretically, all the function optimization algorithms can
be adopted to train ANN. A back propagation (BP) algo-
rithm [14]-[16] and krill herd algorithm(KHA) [17], [18] are
the most widely used ANN training algorithm at present. The
BPN(BP algorithm trained neural network) has been widely
applied in many fields, such as pattern recognition [19],
function approximation [20] and image processing [21] etc.
However, it was found that there were many shortcomings
in the training process of BPN, including slow convergence,
the emergence of local extremum, low learning efficiency
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and so on. In this case, many improvements have been done
to overcome the shortcomings of BP algorithm, such as
additional momentum method [22], adaptive learning rate
method, and flexible BP algorithm [23]. Due to BP algo-
rithm is based on gradient descent (GD) method. It is actu-
ally using one particle to search the solution space of the
output error function. Therefore, that improvement method
still can’t overcome the local optimization problem of BP
algorithm [24]. There is no doubt that it is easy to converge
to local optimum when the output error function has multiple
minimum values.

To avoid local optimum problem of BP algorithm, swarm
optimization algorithm was adopted to train ANN. The most
widely used swarm optimization algorithms are genetic algo-
rithm (GA) and particle swarm optimization (PSO) algo-
rithm. Bui and Hasegawa [25] applied the hybrid model
including BPN and genetic algorithm (GA) to estimate the
nanofluids density. Valdez et al. [26] designed a new approach
using fuzzy logic to dynamically adapt some parameters
of the particle swarm optimization algorithm, such as the
weight of inertia and learning factors. Yu and Xu [27] stud-
ied the weld appearance prediction with BP neural network
improved by genetic algorithm. Moreover, Zhang et al. [28]
proposed a method to optimize a BP algorithm based on
genetic algorithm (GA) to speed the training of BP, and to
overcome BP’s disadvantage of being easily stuck in a local
minimum.GA utilizes a large number of individuals to search
the solution space of the cost function to simulate the biolog-
ical gene evolution process. There is no doubt that GA has
good global searching ability and can learn the near-optimum
solution without the gradient information of error functions.
But it has weak global search ability and slow convergence
speed.

Furthermore, many researchers also [29]-[31] tried to use
PSO to train ANN by adding an extra term to the velocity
update function reduced the possibility of sticking in a local
minimum. As is known to all, PSO is simulating the birds for-
aging process by tracking the history optimum of the particle
itself and the particle swarm to search the solution space of
the cost function, it has the characteristic of fast convergence
speed and can solve some complex problems [32]. However,
due to the historical optimum tracking mechanism, it is still
possible to converge to local optimum.

The goal of this paper is to study swarm optimization
algorithm to improve the BP algorithm, overcome the local
optimum problem of BP algorithm and improve the train-
ing efficiency of ANN for microchannel resistance factor.
By analyzing, we know that GD algorithm has strong local
search ability but weak global search ability, GA algorithm
has strong global search ability but weak local search ability,
and PSO algorithm has fast convergence speed but weak
reliability. Therefore, GD, GA and PSO have the character-
istic of complementary advantages. By the combination of
GA, GA and PSO, a novel swarm optimization algorithm
was proposed, which called particle swarm evolution (PSE)
algorithm. Then, the BP algorithm is improved to propose
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PSE-BP algorithm, and the efficiency of BP-PSE and BP
algorithm are also contrasted by Iris dataset and microchannel
resistance sample.

Il. PSE ALGORITHM

A. ANALYSIS OF GD, GA AND PSO ALGORITHMS

For the PSE algorithm is based on the GD, GA and PSO
algorithms, so we will introduce their principles first.

(1) The basic principle of GD algorithm is searching
the minimum value along the negative gradient direction
of the cost function. By continuously updating the position of
the search particle in the solution space of the cost function,
GD can reach the minimum finally. Due to the negative
gradient direction is the fastest decrease direction of the
cost function value, so GD is also called steepest descent
algorithm.

Assuming that the target function is y = f(x), how to
search the parameter value x when y is equal to the expected
value y. The cost function of this question can be expressed
as

1 =2
e(x) =20 =y e
Using GD, the position (x) update operator can be
expressed as
de(x)

dx x=x(k)

xtk+1)=x(k)—n 2)
where, k is the searching time, 7 is learning rate.

(2) GA algorithm utilizes three kinds of genetic opera-
tions, which are crossing, variation and selection, to drive the
population evolve to higher sufficiency. For real encoding,
the crossing operator of GA can be expressed as

Xe = 1xp1 + (1 — r)xp 3)

where, r is a random value between 0 to 1, x,1 and xp;
are the gene (position of the search particle) of the parents
respectively, and x. is gene of the child.

In GA algorithm, the parents is selected by using roulette
algorithm based on the fitness of the individuals in the pop-
ulation. The higher the individual’s fitness, the higher the
selected proportion of the parents. And the fitness function
to compute the fitness of the gene of the individual can be
expressed as

e ax(en £ min{e;}

N
gley =1 2@~ o)

1
N max{e;} = min{e;}
where, e can be expressed as

¢ = max{e;} + 0.001 * [max{e;} — min{e;}] 5)

After crossing, the individuals with the minimum fitness
will be eliminated, which is called selection. And the mini-
mum fitness of some residual individuals will take different
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operation. The variation operator of GA can be expressed as
Xnew = CyIXold (6)

where, C, is a constant, normally set to 2.

(3) PSO algorithm has only two kinds of operations, which
are speed update and position update. The speed update oper-
ator can be expressed as

vk + D)=v(k) + c1r1 [p(k)—x(k)] + c2r2 [g(k) — x(k)] (7)

where, c¢; and ¢, are constants, r; and r, are random values
between 0 to 1, p(k) is the history optimum of the particle
itself, g(k) is the history optimum of the particle swarm. The
position operator of PSO can be expressed as

x(k + 1) =x(k) + vk + 1) (8)

In this way, the optimum can be searched by continuously
adjusting the speed and position of the particles in the particle
swarm.

B. PRINCIPLE OF PSE ALGORITHM
PSE algorithm is not a simple combination of PSO, GA and
GD algorithm, but an improvement of GD algorithm based on
the core features of PSO’s group search and GA’s population
evolution. GD algorithm uses a single particle to search the
solution space of the cost function. When the solution space
has multiple minima, it is hard to converge to the minimum.
At this time, by adopting the group search mechanism of
PSO, using multiple GD search particles to parallel search
the solution space, which will greatly improve the probability
of finding the global optimal point. However, due to the
inherent characteristics of GD algorithm (searching in the
direction of negative gradient), the algorithm still has a high
risk of falling into local minimum. In an extreme case, when
all search particles fall into the same local optimal region,
the GD algorithm can only converge to the local optimal
point. It has no ability to jump out of the local optimal region
because of the negative gradient search characteristics. At this
time, combining the mutation mechanism of GA algorithm
(multiplying the position value with a larger random number),
giving the search particles jumping ability to depart from the
local optimal region. Meanwhile, the GA’s crossover mech-
anism derives new search particles by using comparative
advantage search particles. The new search particles inherit
the advantages of the original search particles can improve the
convergence speed of the algorithm. And the GA’s selection
mechanism, by eliminating inefficient search particles, can
make more efficient use of computer computing resources.
The principle of PSE algorithm is based on PSO algorithm,
which also utilizes a large number of particles to form parti-
cle swarm and then searches the solution space of the cost
function. Different from PSO algorithm, the speed update of
the PSE algorithm does not adopt the way of tracking the
historical optimal position, but the gradient descent method
which increases the inertia term. As same as GD, the search
speed of the particle is increased along the negative gradient
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FIGURE 1. Searching process of PSE.

direction of the cost function. And, the search acceleration
of particle is generated by the gradient of cost function.
Therefore, the speed update operator of PSE can be express
as

de(x)

ox x=x(k)

vk +1) =avk) — B 9)

where, « is velocity attenuation factor; 8 is the acceleration
regulator factor.

The position update operator of PSE is the same as PSO,
refer to Eq(8). After several times of searching, the particle
swarm will be carried out a genetic operation to eliminate
the particles with small fitness value, retain the strong fitness
particles and generate new particles. The genetic operators of
PSE are the same as GA, which shown in Eq(3) to Eq(6).

The searching process of PSE is shown in Fig.1, which
N, P., P, and N; are the population of the particle swarm,
the crossover probability, the variation probability and the
searching times, respectively. The specific operation process
of PSE is as follows.

(1) Initialization. N particles were generated first, then the
position and velocity of these particles were set to random
value and zeros.

(2) Crossing. Calculating the fitness value of particles in
the particle swarm, refer to Eq(4). According to the fitness
value of the particles, using the roulette wheel algorithm to
select two particles each time to crossover and then generate
new particles, refer to Eq(3). Repeat P.N times.

(3) Search. Updating the velocity and position of the par-
ticles in the particle swarm, refer to Eq(9) and Eq(8). Repeat
N, times.

(4) Termination judgment. Calculating the fitness value of
the particles in the particle swarm, refer to Eq(4). If the value
of cost function of the biggest fitness particles is less than the
convergence value, end the process. If not, go on to the next
step.
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FIGURE 2. Picture of the cost function.

(5) Selection. Calculating fitness value of each in particle
swarm, and eliminating P.N particles with the smallest fit-
ness value.

(6) Variation. Selecting P.N particles with minimum fit-
ness in particle swarm for variation operation, refer to Eq(6).
And go to step (2).

1Il. SEARCH CAPABILITY ANALYSIS OF PSE

The control parameters of the PSE algorithm include N, P,
Py, N;, o and 8. Next, we will employ a standard cost func-
tion (Eq3.51) to study the capability of PSE by the control
parameters. And the picture of cost function is shown in Fig
2.

z=1.24 — xsin(4rmx) + ysin(dwy + ) (10)

where, x € [0, 1];y € [0, 1]. In our calculation, the max
evolution times N, max and convergence error emax Were set to
100 and 0.0001. By comparing the proportion of convergence
times (search success rate Rg) in 100 tests under different
control parameters, the average evolution generation N,, and
the maximum evolution generations N, converge to test
the searching ability of the PSE algorithm. It means that the
higher the search success rate is, the smaller the average and
the maximum evolution generations are, and the stronger the
search ability of the algorithm is. The values of the control
parameters and test results are shown in Tab.1.

The curves of search capability varying with control
parameters are shown in Fig3 - Fig8. Fig 3 shows the test
result curve corresponding to different particle swarm opti-
mization scale from Numl, 2, 3, 4 and 5 in Table 1. It is
observed that with increase of particle swarm size, the search
success rate of algorithm remains unchanged at 100%, and
the average and the maximum evolution generations decrease
gradually, but the amplitude of the decrease is reduced. The
results show that increasing the particle swarm size can
improve its search ability, but when the particle swarm size
exceeds a certain limit, continuing to increase the population
size does not contribute much to improving the search capa-
bility of the PSE algorithm.
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TABLE 1. The values of the control parameters and test results.

N
N, N P, P, 77 B : Neg N R,
1 2 0.5 0.5 0.1 0.00001 20 36.95 81 100%
2 4 0.5 0.5 0.1 0.00001 20 23.99 68 100%
3 8 0.5 0.5 0.1 0.00001 20 14.92 47 100%
4 16 0.5 0.5 0.1 0.00001 20 10.08 33 100%
5 32 0.5 0.5 0.1 0.00001 20 6.84 19 100%
6 4 0 0.5 0.1 0.00001 20 57.07 93 98%
7 4 0.25 0.5 0.1 0.00001 20 27.43 74 100%
8 4 0.75 0.5 0.1 0.00001 20 21.94 98 100%
9 4 1 0.5 0.1 0.00001 20 16.73 71 100%
10 4 0.5 0 0.1 0.00001 20 52.14 99 43%
11 4 0.5 0.25 0.1 0.00001 20 24.98 72 98%
12 4 0.5 0.75 0.1 0.00001 20 24.71 74 100%
13 4 0.5 1 0.1 0.00001 20 50.5 98 14%
14 4 0.5 0.5 0 0.00001 20 25.48 69 100%
15 4 0.5 0.5 0.5 0.00001 20 18.17 56 100%
16 4 0.5 0.5 0.9 0.00001 20 10.28 41 100%
17 4 0.5 0.5 1 0.00001 20 5.72 27 100%
18 4 0.5 0.5 0.1 0.0001 20 8.46 35 100%
19 4 0.5 0.5 0.1 0.001 20 2.15 8 100%
20 4 0.5 0.5 0.1 0.01 20 1.37 6 100%
21 4 0.5 0.5 0.1 0.1 20 53.53 95 19%
22 4 0.5 0.5 0.1 0.00001 5 25.12 98 95%
23 4 0.5 0.5 0.1 0.00001 10 28.62 89 98%
24 4 0.5 0.5 0.1 0.00001 30 18.85 61 100%
25 4 0.5 0.5 0.1 0.00001 40 18.77 44 100%
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FIGURE 3. Curve of search capability varying with particle swarm
optimization scale.
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FIGURE 4. Curve of search capability varying with crossover probability.

Fig 4 shows the test result curve corresponding to different
crossover probability from Num6, 7, 2, 8 and 9 in Table 1.
As you can see, the search success rate of the algorithm is
100% except when the crossover probability is zero. With
the increase of crossover probability, the average evolution

VOLUME 8, 2020



T. Shen et al.: Swarm Optimization Improved BP Algorithm for Microchannel Resistance Factor

IEEE Access

10 e ——— A ———————n 100
8 80 _
. — $
5] [0}
g 6 —o— Average evolution times 0 E
g —a—Max evolution times 3
B= —s— Convergence rate 5
2 4 Mo 20
g 2
& z
—_— 15
2 po ©
n
0.00 0.25 0.50 0.75 1.00
P

FIGURE 5. Curve of search capability varying with variation probability.

—_
<

100

—o— Average evolution times
—a—Max evolution times 80

sl

8 —~
—=— Convergence rate S
w J— <
5 &
g ; \ 0 F
(5]
E 5 \ %
= o ¢o
S :
S N g
5 D\D\D\\ bo @

1 ~,

0.0 0.2 0.4 0.6 0.8 1.0

a

FIGURE 6. Curve of search capability varying with rate attenuation factor.

generations decreases gradually, but the maximum evolu-
tion generations curve has an oscillation variety. In general,
crossover operation can improve the search ability of the
algorithm. However, the excessive crossover probability can
cause the algorithm to oscillate easily which results in non-
convergence. As a result, it is appropriate to set the crossover
probability at 0.5.

Fig 5 shows the test result curve corresponding to different
variation probability from Num 10, 11, 2, 12 and 13 in
Table 1. Obviously, with the increase of mutation probability,
the average and maximum evolution generations decrease
first and then increase gradually. However, with the increase
of mutation probability, the search success increases first and
then decreases. The results show that mutation probability
will reduce the search ability of the PSE algorithm no matter
larger or smaller, so it should be set at 0.5.

Fig 6 shows the test result curve corresponding to different
rate attenuation factor from Num 14, 2, 15, 16 and 17 in
Table 1. As you can see, with the decrease of rate attenuation
factor, the search success rate of the algorithm is always
100%, but the average and maximum evolution generations
tend to decrease gradually. In general, the results show the
search ability of the algorithm can be improved by increasing
the rate attenuation factor of the PSE algorithm.
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FIGURE 8. Curve of search capability varying with particle search times.

Comparison of the test results of group 2, 18, 19, 20
and 21, we get the curve corresponding to different accel-
eration regulation factor, as shown in Fig7. Apparently,
the search success rate remains at 100% when the acceler-
ation regulation factor is less than negative 2, and then it
will drop dramatically with increasing the factor. Actually,
when the acceleration regulation factor is 0.1, the search
success is really less than 20%. Furthermore, with increas-
ing the factor, the average and maximum evolution genera-
tions tend to decrease and then increase abruptly. In general,
an appropriate acceleration regulation factor can improve
the search ability of the algorithm, but larger factor will
cause the algorithm to oscillate which decreases the search-
ing capability. Therefore, in order to ensure the searching
efficiency, the acceleration regulation factor should be set
restrainedly.

Fig8 shows the test result curve corresponding to different
particle search times from Num?22, 23, 2, 24 and 25 in Table 1.
It is observed that with the increase of particle search times,
the search success rate of algorithm remains unchanged at
100%, and the average and the maximum evolution genera-
tions decrease gradually, but the amplitude of the decrease is
reduced. The results show that increasing the particle search
times can improve the search speed of the PSE algorithm,
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but too high particle search times has little contribution to
improving the search ability of the algorithm.

In summary, the search ability of the PSE algorithm
is affected by the population size, crossover probability,
mutation probability, velocity attenuation factor, acceleration
regulation factor, and particle search times. The larger the
population size, acceleration regulation factor, and particle
search times, the stronger the search ability of the algorithm.
Then the crossover probability and mutation probability are
set to 0.5, too large or too small will reduce the search ability
of the algorithm. In addition, it should be noted that the
acceleration regulation factors must be set carefully. If the
acceleration regulation factor is too small, the search speed
of the algorithm is slow, but if the acceleration is too large,
the algorithm may oscillate without convergence.

IV. PSE-BP ALGORITHM

From the above analysis, we can see that the PSE algorithm
has the characteristics of strong ability of searching for global
and local and it also has fast searching speed that can greatly
improve the efficiency of neural network training. It is neces-
sary to solve the gradient of the error function for each layer
weight matrix and offset vector because the particle velocity
of the PSE algorithm is related to the gradient of the error
function, but the BP algorithm has obvious advantages in
solving the corresponding gradient. According to this feature,
combining the PSE algorithm with the BP algorithm and then
the PSE-BP algorithm is obtained. In this way, the corre-
sponding gradient can be solved by the BP algorithm, and
then the PSE algorithm is used to update each layer weight
matrix and offset vector.

The basic variables of the neural network are the weight
matrix and offset vector. The position of the particles is
represented in their set form. So, for n+1 feed-forward neural
network, the position of the particles can be expressed as:

x={Wi,...,W,,By,...,By} (11)
The speed of the particles can be expressed as:
v={Vwi, ..., Vwn, V1, ..., VBu} (12)
The particle velocity update operator can be expressed as:
de
Vwitk +1) = aVwi(k) — g (13)
IVWi [Vay, Vi)
de
Vaitk + 1) = aVpi(k) = B — (14)
9Bi |g=,x)

The particle position update operator can be expressed as:

Witk + 1) = Wi(k) + Vwi(k + 1) (15)
Bi(k +1) = Bj(k) + Vpi(k + 1) (16)

The crossover operator can be expressed as:
. pl D2
Wi = RW; 4+ (D — R)W; (17)
B = RB"' + (D — R)B”” (18)
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TABLE 2. Lable definition of setosa versicolor virginica.

Cou Cow G

Setosa 1 0 0
Versicolor 0 1 0
Virginica 0 0 1

CSE t
Cver
Cvir

FIGURE 9. Topology of the Iris classification ANN.

where, R and D are a random matrix between O to 1 and all
1 matrix, which has the same values of dimensions of W;.
And R and D are a random vector between O to 1 and all
1 vector, which has the same values of dimensions of B;. The
mutation operator can be expressed as:

Wi = RWOM (19)
B! = RB%M (20)

V. TRAINING EFFICIENCY TEST OF PSE-BP

In order to verify the efficiency of the PSE-BP algorithm for
neural network training, we used the Iris standard data set to
make comparison tests on training efficiency of the PSE-BP
algorithm and the BP algorithm. The Iris standard data set is a
widely used pattern classification system test data set which
includes a total of 150 samples and is divided into Setosa,
Versicolor and Virginica. Each type of sample accounts for
1/3 of the total number of samples, which are respectively
expressed as Cyer, Cyer and C)j-. The lable definition of Setosa
Versicolor and Virginica is listed in TABLE 2.

For the Iris has four features and three modes. Therefore, a
three-layer feed-forward neural network with 4-3-3 structure
is adopted. The network’s hidden layer and output layer
activation functions are all adopted as Sigmoid functions. The
network structure is shown as following Fig 9.

In order to make the network easier to converge, the sample
needs to be preprocessed. The sample pretreatment formula
can be expressed as:

¢; — min(c;)

Si = . (21
max(c;) — min(c;)

where s;, x; are respectively sample values before and after
pretreatment.

The network was trained by using the PSE-BP algorithm,
the standard BP algorithm, and the BP algorithm that adds the
inertia item. The train settings of the algorithms are listed
in TABLE 3. The relationship curve between average output
variance of the network by training, evolutionary algebra of
the PSE-BP algorithm and the searching times of the BP
algorithm are shown as following Fig 10.
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TABLE 3. Train settings of PSE-BP standard BP and inertia BP.

PSE-BP Standard BP Inertial BP
N 20 / /
P. 0.5 / /
P, 0.5 / /
</ momentum 0.9 / 0.9
£ [learn rate 0.01 0.01 0.01
Ny 50 / /
Evolution generations of PSE-BP
4 8 12 16 20
0.12 T T T T T
—@—Standard BP algorithm
—8— BP algorithm for increasing inertia term
0.104 —A— PSE-BP algorithm i
0.08
m A T
%
= 0.06
0.04 1
0.02 i
A\A\A\
A—a 4,
—A—A—A-A-A
0.00

200 400 600 800 1000
Search times of BP

FIGURE 10. Training result of Iris classification ANN.

FIGURE 11. Microchannel resistance feature model.

As we can see from the Fig 10, the PSE-BP algorithm is
superior to the BP algorithm both in mean squared deviation
of training and the decline rate of the mean squared curve.
Compared with the standard BP algorithm, the BP algorithm
that adds the inertial term has greatly improved its training
efficiency, but it is still less than the training efficiency of
the PSE-BP algorithm. The results show that the PSE-BP
algorithm can improve the convergence speed of multi-layer
feed-forward neural network and improve training efficiency.

VI. MICROCHANNEL RESISTANCE FACTOR MODEL

For the rectangle cross-section microchannel, the pressure
curve changes liner, so the resistance factor is constant [34].
Therefore, the structure parameters of rectangular cross-
section straight micro-channel are the width and height of
the micro-channel, so the input and signal are w, h, and 7,
respectively. Based on ANN, the micro-channel resistance
feature model is established, as shown in Fig 11.
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TABLE 4. The partial microchannel resistance factor samples.

Wm) /i (um) n W (um) h n
(um)

50 100 2030940000 300 100 477084000
50 150 1775540000 300 150 259410000
50 200 1669180000 300 200 185899000
50 250 1611280000 300 250 151767000
50 300 1574910000 300 300 132049000
50 350 1549950000 300 350 115058000
50 400 1531750000 300 400 102893000
50 450 1517880000 300 450 93767900

50 50 3167510000 300 50 1574910000
50 500 1506970000 300 500 86682200

100 100 891227000 350 100 458557000
100 150 647579000 350 150 240865000
100 200 553454000 350 200 167374000
100 250 505497000 350 250 133990000
100 300 477084000 350 300 115058000
100 350 458557000 350 350 102779000
100 400 4435624000 350 400 91101400

Using self-designed automatic simulation framework
based on the Fluent CFD, the microchannel width and height
ranging from 50 um to 500 pm, 200 sets of resistance
factor samples were obtained, and the partial microchannel
resistance factor samples are shown in Tab VI. The detailed
simulation model, parameter setting and simulation method
have been shown in our previous paper [35].

In order to further compare the training efficiency of
BP algorithm and PSE-BP algorithm, the BP algorithm
and PSE-BP algorithm were used to train the microchan-
nel resistance factor model. To make the model more
convergent, the resistance factor samples were pretreated
before training, and the pretreatment formula was shown
in Eq.21.

A. BP ALGORITHM TRAINING

The inertial regulatory factor for BP algorithm is 0.9, the
learning rate is 0.01, and the convergence error is 0.001.
Starting from 1, the number of hidden layer neurons of the
model is gradually enlarged, and the model converges when
the number of hidden layer neurons is 2. The each layer
weight matrix and offset vector obtained by training is shown
in Eq.22. And the relation curve between the variance of the
network output and the particle search frequency during the
training process is shown in Fig.12.

0.07 9.93 1.01
W= [9.12 0.02}’31_[0.88]
[—2.32

Wa=1 17

i| , By =[4.48] (22)

B. PSE-BP ALGORITHM TRAINING

For PSE-BP algorithm, the particle swarm size is 20, the
crossover probability is 0.5, the mutation probability is 0.5,
the velocity attenuation factor is 0.9, the acceleration adjust-
ment factor is 0.01, the particle search frequency is 20,
and the convergence error is 0.001. And also start from 1,
the number of hidden layer neurons of the model is gradually
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FIGURE 12. Relationship between mean square deviation and evolution
generation in BP algorithm training.
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FIGURE 13. Relationship between mean square deviation and evolution
generation in PSE-BP algorithm training.

increased, and the model converges when the number of
hidden layer neurons is 2. The weight matrix and offset
vector obtained by training is shown in Eq.23. The rela-
tion curve between the variance of the network output and
evolutionary algebra during the training process is shown
in Fig 13.

W, = |: —0.21 —10.3] B = |:—O.97i|’

—11.83 0.19 —1.42
3.23
W, = |:3.04:| , By =10.02] (23)

As shown in Fig 12, the model can converge only under
the condition of the search frequency of BP algorithm must
reach more than 12,000. And the relation curve has a long
flat between its variance of the network output and the search
times. The training efficiency is low. From Fig 13, the evo-
lutionary algebra of PSE-BP algorithm training is 30 genera-
tions, and the search times of equivalent individual particles
is only 600. Apparently, the training efficiency is more than
20 times higher than that of the BP algorithm with over
12,000. It is further proved that the PSE-BP algorithm can
greatly improve the training efficiency of the microchannel
resistance factor model compared with BP algorithm.
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FIGURE 14. Comparison of characteristic factor of microchannel
resistance between simulation and training.

The comparison between the microchannel resistance fea-
ture coefficients which calculated by the training results
of PSE-BP algorithm and the simulation results is shown
in Fig.14. It can be seen that the simulation is in good
agreement with the training results, and the error is
small(within 5%). As a whole, the microchannel resistance
factors can be effectively extracted by using the PSE-BP
algorithm, and the weight matrix and offset vector obtained
by training are correct.

VIl. CONCLUSION

In this paper, the principle of gradient descent method,
genetic algorithm and particle swarm optimization were
studied. With the combination of gradient descent method,
genetic algorithm and particle swarm, a novel swarm opti-
mization algorithmcalled particle swarm evolution was pro-
posed. The searchingcapability of PSE was analyzed by using
a standard cost function. Results show that, PSE can obtain
strong searching capability by setting appropriate parameters,
the crossover rate and variationrate of PSE is better to set to
0.5. It also revealedthat the greater population size, searching
times and speed factor, the stronger searching capability of
PSE is. And, the acceleration regulation factors must be set
carefully. If the acceleration regulation factor is too small, the
search speed of the algorithm is slow, but if the acceleration
is too large, the algorithm may oscillate without convergence.
Moreover, increasing the particle search times can improve
the search speed of the PSE algorithm, but too high particle
search times have little contribution to improving the search
ability of the algorithm.

In general, PSE algorithm has the characteristics of strong
ability of searching for global and local. It also has fast
searching speed that can greatly improve the efficiency of
neural network training. Therefore, PSE was used to improve
BP algorithm for ANN training process, which called the
PSE-BP algorithm. Iris dataset was adopted to test the train-
ing efficiency of PSE-BP, and compare with BP algorithm.
The result shows that the PSE-BP algorithm is superior to the
BP algorithm both in mean squared deviation of training and
the decline rate of the mean squared curve, and it can improve
the convergence speed of multi-layer feed-forward neural
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network and training efficiency. Moreover, for microchannel
resistance factor model, the training results of PSE-BP algo-
rithm are in good agreement with the simulation samples of
microchannel factor, and the error is within 5%. The results
show that the PSE-BP algorithm can greatly improve the
training efficiency of ANN, compared with BP algorihtm.

In this research, the rectangular cross-section straight
micro-channel are adopted to test the suitable of PSE-BP
algorithm, and the input signal are only w and h. Therefore,
in order to further verify the application of PSE-BP method
to resistance factor model, more complex microchannel will
be researched in our future work, such as serpentine or curved
microchannel.
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