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ABSTRACT Point set registration is a key method in computer vision and pattern recognition. In this paper,
the correntropy and bi-directional distance are introduced into registration framework and a new robust
registration model for RGB-D data is proposed. Firstly, as registering point sets with smooth structure, such
as surface or plane, is easy failed, the color and position information is fused to establish more precise
correspondence between two RGB-D data sets. Secondly, to reduce the influence of noises and eliminate
outliers, the registration model based on the maximum correntropy criterion is established. Thirdly, the
bi-directional distance measurement is introduced into the registration framework to avoid the model being
trapped into local extremum. In addition, to solve this new registration problem, a new iterative closest
point (ICP) algorithm is proposed, which converges to the local optimal solution by iterations. In the
experiments, the proposed algorithm achieves more robustness and precise registration results than other

algorithms.

INDEX TERMS Maximum correntropy criterion, point set registration, RGB-D data, iterative closest point,

bi-directional distance.

I. INTRODUCTION
Rigid point set registration is commonly used in simultaneous
localization and mapping (SLAM) [1], [2], augmented reality
(AR) [3], [4] medical image processing [5], [6] and other
fields. The purpose of point set registration is to find an
optimal rigid transformation to register two point sets tightly.
To solve this registration problem, many algorithms have
been proposed such as iterative closet point (ICP) [7]-[9],
normal distributions transform (NDT) [10], Gaussian mixture
models registration, (GMMREG) [11], coherent point drift
(CPD) [12], [13], 4 Points Congruent Sets (4PCS) [14], and
other registration algorithms. Among them, the ICP algorithm
is widely used for rigid registration due to its simplicity,
accuracy and speed. Moreover, with the development of
imaging technology, some scholars focus on the registration
of RGB-D (red, green, blue and depth) data [15]-[17]. In this
paper, our work mainly focuses on the problem of registering
the RGB-D data based on ICP registration framework.

After decades of research, a large number of variant meth-
ods are proposed to improve the speed of ICP registration
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algorithm. Benjemaa and Schmitt [18] proposed a variant
ICP registration algorithm based on a twin z-buffer struc-
ture. This method greatly speeds up the searching process
of the nearest neighbor points via partition and sparse point
sets, and enables the ICP algorithm to quickly establish the
correspondences between point sets. Jost and Hiigli [19] put
forward an improved ICP algorithm with heuristic approach,
which reduces computing complexity via local search. Dur-
ing establishing the correspondences between two point sets,
this algorithm uses a good approximation of the nearest point,
rather than an exact nearest point. This search method is
more effective in point set registration based on uniform point
distribution, however, the algorithm is prone to errors when
the point sets are unevenly distributed. Greenspan and Yurick
[20] used approximate k-d tree search method to speed up
the standard ICP algorithm. In the process of establishing
correspondence of point sets, this method adds some distance
boundary constraints to the original k-d tree to strengthen the
searching speed. However, if the adjacent point is not within
this boundary range, this method returns only approximate
results. He et al. [21] presented an improved ICP algorithm
based on geometric features of point sets. The surface normal,
curvature and density of point sets are introduced into cost
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function of standard ICP algorithm to achieve precise corre-
spondences. Since not all points participate in registration,
the speed of this algorithm has been greatly improved.

Meanwhile, some researchers focus on improving the
precision of registration algorithm. Makovetskii et al. [22]
proposed a robust point set registration algorithm with point-
to-plane approach. Different from the correspondence search
method of point-to-point, the loss function of point-to-plane
is to minimize the square of the distance from the source
vertex to the face where the target vertex is located. Therefore,
the optimization of point-to-plane method is a nonlinear prob-
lem and the registration robustness is enhanced. Moreover,
with the popularization of RGB-D camera, the color infor-
mation is added into ICP algorithm to upgrade the regis-
tration precision via building more exact correspondences.
Men et al. [23] published a four-dimensional ICP algorithm,
which combines color information with coordinate infor-
mation of point set. When building the correspondences of
point sets, this algorithm can achieve precise registration
results. However, because all points participate in registra-
tion, when the number of points of a certain color is too large
or too small, the registration accuracy is reduced. Korn et al.
[24] gave an improved Generalized-ICP algorithm with the
Lab color space information. When finding correspondences
between two point sets, a six-dimensional nearest neighbor
search method based on a k-d tree is presented. Furthermore,
the plane-to-plane search strategy improves the robustness of
registration.

Although the above algorithms have achieved significant
improvements in the speed and accuracy of registration, they
cannot effectively align two point sets when there are noises
and outliers in the point sets. Therefore, some researchers
have studied the robustness of point set registration and
proposed many robust ICP variants. Chetverikov et al. [25]
proposed a robust extension of ICP algorithm with trimmed
squares. In each iteration process, the number of reserved
points is calculated based on the overlap rate according to
the ranking of distance residuals, and the transformation is
carried out in light of the reserved points. This method can
deal with the partial overlap problem well and ICP algorithm
is a special case of TrICP algorithm. Du et al. [26] presented
an isotropic scaling registration algorithm with feature points.
To reach precise registration, the corner point of point set
is added into traditional scaling ICP registration framework,
so this algorithm can overcome the influence of local trans-
formation on accuracy. However, when there are too many
corners in the point set, the registration accuracy is reduced.
Wu et al. [27], [28] raised a robust scale ICP algorithm based
on maximum correntropy criterion. Compared with the least
squares optimization strategy in ICP algorithm, correntropy
has better convergence. Therefore, correntropy based ICP
algorithm has good registration effect even if the point cloud
contains noise and outliers.

Although above algorithms have solved the problem with
noises and outliers, they are still impossible to register two
point sets with smooth or flat structure accurately. Hence,
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to improve the robustness and accuracy of the registration of
RGB-D data, we fuse color and position information of points
to search more correct correspondences between two point
sets. Then, we integrate the maximum correntropy criterion
into registration framework. At last, the bi-directional dis-
tance measurement is used to prevent the proposed algorithm
from falling into local extremum. The experimental results
demonstrate that our algorithm could reach more robust and
precise registration results than other methods.

The main contributions of our approach are as follows:
1) the color information of points is fused to the registra-
tion model for two point sets establish precise correspon-
dences. This method improves the registration accuracy of
point cloud with no obvious structural change; 2) we apply
maximum correntropy criterion to reduce the influence of
noises and exclude outliers; 3) the bi-direction distance mea-
surement is presented to decrease the possibility of algorithm
falling into local extremum.

The other parts of this paper are structured as follows.
In section 2, we briefly introduce the ICP based rigid point
set registration algorithm. In section 3, our algorithm is pro-
posed. Meanwhile, the use of point cloud color information,
maximum correlation entropy and bi-distance measurement
are introduced in order. In section 4, we test our algorithm
with other rigid registration algorithms in synthetic data and
real data. In section 5, the conclusion and contribution of the
proposed algorithm are given.

II. RIGID POINT SET REGISTRATION

Rigid point set registration is aimed to register two
m-dimensional (m-D) point sets via precise rigid transfor-
mation. Supposing there are two point sets in R”, one is
the source point set X é{? i}ﬁ\il(Nx € N) and another is the
target point set Yé{7 j };Vil(Ny € N). The objective function
of rigid registration algorithm is as follows:

Ny
min (R +7) — Ve |13
R,_t),c(i)e{l,z,-u,Ny}igl: l a2
s.t. RIR = 1,,,, det(R) = 1 (1)

where R € R™*™ ig a rotation matrix, 7 € R is a translation
vector and c(i) is the set of correspondence points. To opti-
mize this least squares (LS) formula and calculate R and 7,
ICP algorithm repeats the following two steps iteratively.

Firstly, we establish correspondences between source and
target point sets:

argmin  ||(Rg—_ 15 + %—1) — Ve [3,

c(e{1,2,,Ny}

ek (D) =
i=1527"'7NX (2)
Secondly, we calculate the rigid transformation (Rg, ?k)

according to the correspondences:

Ny
arg min Z IR% +7 =Yool (3)
RTR=1I,,det R)=1,7 i=1

Ry, k) =
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FIGURE 1. RGB-D data. (a) Point set 1. (b) Point set 2.

Due to the limitations of the LS problem, the robustness of
traditional ICP algorithm is susceptible to noises and outliers.
In addition, because the point set registration is a non-convex
optimization problem and ICP algorithm can be trapped in a
local extremum sometimes.

Ill. ROBUST REGISTRATION MODEL FOR RGB-D DATA

A. PROBLEM STATEMENT

Usually, 3-d point sets can precisely reflect the geometry
structure and spatial location of object or scene cannot be
widely applied for dense point set registration and scene
reconstruction. Fortunately, RGB-D camera is designed to
generate dense RGB-D point sets via capturing the image
and depth data simultaneously. The RGB-D data is shown
in Fig.1. Here, the RGB-D data is dense and colorful, but
it also contains lots of noises and outliers. Therefore, tradi-
tional ICP algorithm cannot register RGB-D point sets well.
In addition, the color information of RGB-D point sets is not
fully utilized to improve the accuracy of registration. To solve
these problems and gain robust RGB-D point set registration,
a new ICP based registration algorithm is proposed.

B. ESTABLISHING CORRESPONDENCES WITH COLOR
INFORMATION

In traditional ICP algorithm, the correspondences between
source and target point sets are established by nearest
Euclidean distance. However, when the geometric structure
of point set is smooth and uniformly distributed, such as
curved and flat surface, using the Euclidean distance alone
cannot establish correct correspondences, which is shown
in Fig. 2(a). To solve this problem, we introduce the color
information into the establishing process of correspondences.
Therefore, the nearest distance between two points in source
and target point sets should be found in both Euclidean and
color space. Moreover, the expected results of establishing
correspondence are as shown in Fig. 2(b).

However, in the experiment we found that the color infor-
mation of points is susceptible to illumination change, which
will lead to the establishment of the wrong correspondences.
To overcome the impact of illumination, we change the color
information of points from RGB color space to HSV (hue,
saturation, value) color space. Among them, saturation refers
to the vividness of color and value indicates the degree of
color brightness. To decrease the impact of illumination,
saturation and value need to be deleted and only hue should
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(b)

FIGURE 2. Establishing correct correspondences between two points sets
via finding the nearest distance in both Euclidean and color space. (a) The
wrong correspondences established by the nearest Euclidean distance.
(b) The correct correspondences established by the nearest distance in
both Euclidean and color space.

(b)

FIGURE 3. Point set selection based on color information. (a) Point set
before color screening. (b) Point set after color screening.

be applied. Therefore, when hue is introduced into ICP reg-
istration framework, a new objective function is proposed:

Ny
_ min ;(nm}i +7) = el Bl = 1))
R, 7 ,c(i)e{1,2,+ Ny —
s.t. RTR = 1,,, det(R) = 1 4)

where 7 and hﬁ(i) are hues of source point set and target
point set, w is the weight of hue, which is set to 30 according
to experience. In addition, point set registration may fail
because of the influence of background and noise points.
To solve this problem, we classify colors into eight categories
based on the value of hue and the specific classification is
as follows: red (0-0.0556), orange (0.0611-0.1389), yellow
(0.1444-0.1889), green (0.1944-0.4278), cyan (0.4333—
0.5500), blue (0.5556-0.6889), purple (0.6944-0.8611),
magenta (0.8667—1.0000). Then we count and record the
number of points in each category. If the points’ quantity
of one color is larger than a threshold a, we consider these
points as background points. Similarly, if the points’ quantity
of one color is smaller than a threshold b, we consider these
points as noise points. In this paper, a and b are set to 5% and
30% respectively. Both background and noise points should
be deleted and the result of point set selection based on color
information is shown in Fig. 3.

C. MAXIMUM CORRENTROPY CRITERION BASED
REGISTRATION MODEL

In traditional ICP algorithm, the solution of rigid body
transformation is described as a LS optimization problem.
As shown in Fig. 4(a), the closer the source and target point
sets are, the smaller their values are. However, due to the slow
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FIGURE 4. Point set selection based on color information. (a) Point set
before color screening. (b) Point set after color screening.

rate of change of the square term, the least squares method
cannot effectively reduce the impact of noise and outliers on
registration accuracy. Coincidentally, as shown in Fig. 3(b),
noises and outliers are ubiquitous in a point set after color
screening. So even if color information is added, the LS
based ICP algorithm still cannot achieve precise registration
results. To solve this problem, the maximum correntropy
criterion (MCC) is introduced in ICP based algorithm and the
MCC can be expressed as follow:

Ny
8E, ) =Y exp(—[I¥ = 5II3/(20%) )

i=1

where o is a variance. When the value of ¢ is small, the curve
of Fig.4 (b) is sharp, and it has better robustness to noise and
outliers during registration. However, when the value of o is
too small, some correct correspondences will be mistaken for
noises and outliers. Therefore, choosing an appropriate value
of ¢ is critical to improving the robustness of the algorithm
to noise and outliers. Through a lot of experiments we have
found that the best registration results can be achieved by set-
ting the value of o between 0.4 and 0.6. As shown in Fig. 4(b),
the closer the source and target point sets are, the bigger their
values are and the rate of change of correntropy is much faster
than Least Squares. When solving rigid body transformation,
the noises are assigned to smaller weights and the weight of
outlier is tend to zero.

Therefore, the MCC based registration algorithm can effec-
tively reduce the impact of noises on registration accuracy and
eliminate outliers. Here, the new objective function of MCC
based ICP algorithm is [27]:

Ny
max exp(—||R¥ + 7 — Ve n|12)/ (202
R’;’je{l’z’_%}g p(—||R%; Ve 113)/(20%))
s.t.RTR =1, det(R) = 1 (6)

Based on this, the objective function after adding color infor-
mation is:

N ||R)C +t yck(t)”z"l‘w(hx - hyk(l))
max exp( 3 )
R7je{1.2. N} 20
s.t. RTR = 1, det(R) = 1 7
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FIGURE 5. Establishing correspondences between two point sets.
(a) Establishing correspondences with unidirectional distance
measurement. (b) Establishing correspondences with bi-direction
distance measurement.

D. BI-DIRECTIONAL DISTANCE MEASUREMENT BASED
REGISTRATION MODEL

In ICP algorithm, establishing correspondences is a uni-
directional search process from the source point set
X= {x l} | (Nx € N) to the target point set ¥ = {y]}] l(N €
N) as shown in Fig. 5(a). Unidirectional search strategy
can build the correspondence effectively, but it may bring
ill-pose problem and cause the algorithm to fall into the
local extremum sometimes. To solve these issues and improve
the robustness of algorithm, the bi-directional distance mea-
surement is introduced into registration framework. Different
from unidirectional distance metric, as shown in Fig. 5(b),
when the point set X establishes correspondences with
the point set Y, the point set Y also establishes corre-
spondences with the point set X at the same time. This
method can effectively avoid the algorithm falling into
local extremum, thus obtaining a more robust registration
results.

Therefore, when the source point set falls into a local
extremum when searching for the closest point in the target
point set, the correspondences from the target point set to
the source point set pull it out of the local extremum and
correct this error. The objective function of bi-directional
distance measurement based ICP algorithm can be expressed
as follows:

min Y [I(RE +D) — Yoo

R, 7, _
c()efl,2, - ,Ny}
d()e(1.2, Ny}
Ny
+ > I(REag) + ) = Hl13
j=1
s.t. RIR =1, det(R) =1 (8)
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FIGURE 6. Registration results of synthetic test scenes. (a) Initial pose of source and target point sets. (b) Registration result of NDT algorithm.
(c) Registration result of ICP algorithm. (d) Registration result of RICP. (e) Registration result of Picky ICP. (f) Registration result of MRICP.
(g) Registration result of CICP. (h) Registration result of HCICP. (j) Registration result of the proposed algorithm.

On this basis, combining the color information of the point
set and maximum correntropy criterion as mentioned above,
the objective function of the proposed point set registration is
as follows:

Ny
max exp(—(_Zu |(RE;A+1) = e | 3 +wlhf —I))
L2, Ny) =
d()e{l1,2,--- ,Ny}
Ny
+ ) (IR

j=1
+1) = Jjll5 4wl — B)))20%)

st.RTR=1,, det(R)=1. 9)
where ¢(-) and d(-) are the sets of corresponding points. i}
and /) are hues of points in the source and target point sets,
w is the weight of hue. R is a rotation matrix and 7 is a
translation vector. o is a variable to control the convergence
rate of maximum correntropy criterion.

IV. THE PROPOSED ALGORITHM
A. THE NEW ICP ALGORITHM
In order to achieve robust point set registration, a new variant
of ICP algorithm is given. Being same with standard ICP
algorithm, the solving process of the objective function (9)
can be divided into two steps

Firstly, building the correspondences with bi-directional
distance measurement in k™ step:

ck() = argmin  (||(Rg—1%; + fk—1) — Ve |13
c(e(1.2,+-Ny)

+w(h} — hﬁ(l.))% (10
dr(j) = argmin  (||(Re—1%aq) + Tk—1) — 313

d()e{l1,2,---Ny}

+w(y — B (11)
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Secondly, Calculating the rotation matrix Ry and transla-
tion vector 7 in k™ step:

Ny
Rg, ?k) = argmax eXp(—(Z(||(R55i +?) - S)Ck(i)H%
RTR=I,,det(R)=1,7 i=1
N,

:
+wlh =k, D)+ Y _(I(Rigg) + 1) = Yl
J=1

+ wil, i) — B)*))/20%) (12)

Repeat these two steps until the proposed algorithm
reaches the maximum number of iterations or the registration
error is less than a set threshold. Normally, we define the
maximum number of iterations to be 30, in order to prevent
the algorithm from indefinitely iterating.

Being similar to the traditional ICP algorithm, this new ICP
algorithm is also a local convergent method. Because of the
good resistance of correntropy to noises and outliers and the
bi-direction distance measurement broaden the convergence
region of the proposed algorithm; this new algorithm can
obtain good convergence without easily falling into local
extremum.

V. EXPERIMENTAL RESULTS

To verify the robustness of the proposed algorithm, we con-
trast our algorithm with other registration algorithms, which
include ICP [7], DNT [10], CICP [27], RICP [29], Picky ICP
[30], HICP [31] and Multi-resolution ICP [32]. Moreover,
the comparison algorithm comes from an open source soft-
ware package named Range Image Registration Toolbox [33].
The algorithm test platform uses an Intel Xeon E5-1650 and
a 32.GB RAM. The coding software we used is MATLAB
2018a. In addition, the experimental data come from different
public datasets, such as RGB-D scenes dataset v2 (University
of Washington) [34], RGB-D SLAM Dataset and Benchmark
(Technische Universitit Miinchen) [35] and NYU Depth
Dataset V2 (New York University) [36]. There are 1422 point
clouds in Synthetic test scenes and 285 point clouds in Real
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TABLE 1. The contrast experiment results of synthetic test scenes.

Data Error Algorithms
NDT ICP RICP Picky-ICP MRICP CICP HCICP OURS
&r 2.1340 6.6290 7.1069 7.4418 2.40%10°% 9.45%10 1.20%10% 2.77%10°%
Scenel & 2.2859 0.9765 2.4615 3.5298 0.0037 6.24*10 1.36%107%° 5.89%10°
Seenc &x 2.2232 0.7998 0.6682 0.0240 0.0085 2.04%10* 5.6163 1.05%10°°
&; 0.3862 0.3061 0.0287 0.0116 0.0147 4.19%10% 14.3968 1.72*%103!
& 0.1272 6.3264 4.4203 0.0061 6.6928 0.0024 1.42*10% 3.81%10%°
Scene3 &; 0.0884 1.1901 1.0034 3.91*10°% 3.2476 7.82*%10°% 5.96*107%° 1.29*%10°%°
&g 1.7083 7.4661 6.6536 7.9099 7.8888 0.0014 0.5546 1.53*10°°
Scened & 1.1033 4.6272 2.2547 3.9416 49157 8.67*10 0.3844 6.40%10
Seencs &r 2.5146 0.1763 0.3781 0.0286 6.00%10 5.61%107% 6.45%10% 2.06%10%
& 42132 0.2601 0.2328 0.1352 0.0040 1.36*10% 2.69*10% 4.50%10%
Ex 1.8270 1.4098 2.4971 1.6544 0.9149 2.2586 7.18*107%° 2.28%10%
Scene6 &; 0.8317 0.1936 0.2447 0.1981 0.3944 1.4795 8.16*107! 2.06%10%!

test scenes. In addition, some real scene data are collected by
RGB-D camera. The contrast experiment includes two parts:
the test of synthetic scenes and real scenes.

A. SYNTHETIC TEST SCENES

In this subsection, we test the proposed algorithm with syn-
thetic scene data and contrast it with other point set regis-
tration algorithms. Before registration, we randomly rotate
the source point set along X-axis, Y-axis and Z-axis of 3d
coordinate to get the target point set, where the rotation matrix
is R; and the translation vector is 7;. Then, we add noises
and outliers in point sets randomly. After that, we calculate
the rigid transformation matrix R, and translation vector b
by registration algorithm and align two point sets according
to the matrix. Furthermore, in order to quantify registration
accuracy, we use the error of rotation e = ||[R; — Ry |§ and
the error of translation vector &; = Il — %l |§ to judge the
accuracy of registration. The registration results are shown
in Table 1 and Fig. 6. The details of aligned point sets are
shown in Fig. 7. In synthetic test scenes, the proposed algo-
rithm requires an average of 14 iterations during registration,
which takes an average of 0.258 seconds.

In order to achieve robust point set registration, a new
variant of ICP algorithm is given. Being same with standard
ICP algorithm, the solving process of the objective function
(9) can be divided into two steps.

As shown in Fig. 6 and Table 1, with the interference of
noises and outliers and without using the color information of
the point sets, the traditional point set registration algorithms
cannot establish accurate correspondence, which leads to
the reduction of registration accuracy or failure. For CICP
algorithm, although the maximum correntropy criterion guar-
antees the robustness of the algorithm to noises and outliers,
it is still unable to align two point sets effectively in most of
the time when there is no correct correspondence. Therefore,
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(b)

FIGURE 7. Detailed display of registration results of the proposed
algorithm. (a) Table. (b) Perspective 1 of the sofa. (c) Perspective 2 of the
sofa.

the proposed algorithm achieves most robustness registration
results in synthetic test scenes.

B. REAL TEST SCENES

In this subsection, we test the proposed algorithm with real
test data, which are collected by RGB-D camera and the
refresh rate of the camera is 30 frames per second. Similarly,
we contrast our algorithm with other registration algorithms.
Since the rigid transformation between two frames of real
scene data is unknown, unlike synthetic data, we can no
longer use the error of rotation and translation to measure
the accuracy of registration results. Therefore, a new criterion
is given to judge the quality of registration results with real
test data. In this manuscript, after registering two point sets,
we apply the Hausdorff distance to measure the accuracy of

VOLUME 8, 2020



T. Wan et al.: Robust Rigid Registration Algorithm

IEEE Access

TABLE 2. The contrast experiment results of real test scenes.

) Algorithms
Hausdorff distance NDT ICP RICP Picky-ICP MRICP CICP HCICP Ours
best results 938%10% 538107 4.12%10%  4.58%10%  5.93*10%  337¢10%  2.70*10%  2.33*10%
next to best results 0.0013 4.57%10% 0.0011 3.60%10%  556*10™  4.81%10%  3.61%10%  2.98*10
next to worst results 0.0015 0.0049 0.018 0.0024 0.0064 0.0172 8.81%10™ 0.0016
worst results 0.0236 0.0343 0.1065 0.05 0.0594 0.0533 0.0252 0.0086

FIGURE 8. Registration results of real test scenes. (a) Initial pose of source and target point sets. (b) Registration result of NDT algorithm. (c) Registration
result of ICP algorithm. (d) Registration result of RICP. (e) Registration result of Picky ICP. (f) Registration result of MRICP. (g) Registration result of CICP.
(h) Registration result of HCICP. (i) Registration result of the proposed algorithm.

TABLE 3. The convergence time of each registration algorithm.

Algorithms NDT ICP RICP Picky-ICP
Time (s) 0.1321 0.1270 0.1272 0.1251
Algorithms MRICP CICP HCICP Ours
Time (s) 0.1249 0.1298 0.1345 0.1283
_F

’l.vu;g

.

(b)

FIGURE 9. Registration results of real test scenes. (a) Initial pose of
source and target point sets. (b) Registration result of NDT algorithm.

each registration algorithm. Furthermore, the experimental
results of real test data are shown in Table 2 and Fig. 8.
In real test scenes, the proposed algorithm requires an average
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of 5 iterations during registration, which takes an average
of 0.081 seconds.

As shown in the experimental results, due to the precise
correspondences between two point sets and strong robust-
ness to noises and outliers, the proposed algorithm achieves
more accuracy and robust registration results than other algo-
rithms. Meanwhile, we conduct the convergence time of each
registration algorithm and the results are shown in Table 3.
Furthermore, we apply the proposed algorithm to reconstruct
some indoor scenes, and the reconstruction results are shown
in Fig. 9.

VI. CONCLUSION

In this paper, a robust point set registration algorithm is pro-
posed to align RGB-D data precisely. Compared with the tra-
ditional ICP registration algorithm, this algorithm uses color
information and bidirectional distance measurement to estab-
lish more accurate and robust correspondence. Meanwhile,
we use correntropy to improve the accuracy of registration.
As shown in contrast experiments, our algorithm achieves
more robustness and accuracy registration results than other
rigid registration algorithm.
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In addition, we will apply our method for large-scale recon-
struction of indoor or door scenes.

APPENDIX
A. THE COMPUTATION OF THE PROPOSED ALGORITHM
To solve (12), we set:

Nx
FR, D =exp(—()_ (IRE+D)—Teul15 + wii — I, ;)%
v, i=1
+ D (IREg+D—Jill3
j=1
+wily, ;,—k)*))/20%) (13)
mi = [|RX +1) = Yell5 +whf =k, ;) (14)

m;j = |[(RXg) + 1) — VI3 + wlly g, — 1) (15)

and the F(R, 7) can be abbreviated as:

Ny Ny

FR, ) =exp(—()_mi+ Y _mj)/20%) (16)

i=1 j=1
Calculate the partial derivative of F (R, 7) tot:

Ny

9F Z ((Rx +t) ka(l))+Z ((Rxdk(/)+t) yj)
i=1

ar 02

Nx Ny
> omi+ 3 mj
=1 j=1

xe 202 (17)
Set formula (17) to zero and we can get:

Nx

N).
Zl (Ve — RX) + Zl (3 — Réac(p)
== = (18)
Ny + Ny
Substitute 7 in (16) and let
- Nx - Ny -
(Ny +Ny)xi - in - Zxdk(/)
- i=1 j=1
= 19
Di Ny + N, (19)
Ny Ny
(Nx +Ny)yj = 2 Yery — 2 Jj
N i=1 j=1
= 20
qj Ny + Ny (20)
X NV
(Nx + Ny)Xay — 2 %i — 2 Xai(j
- i=1 j=1
= 21
pPj N, + N, 2n
- Nx - Ny -
(Nx + NV — > Vertiy — 2 Vj
. i=1 j=1
= 22
q; A (22)
ll‘ = W(h/l‘C k(l)) j = W(hdk(]) h)) (23)
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and F(R) can be rewritten as:

Ny
R, =  argmax exp(—(Z (IRp; — Gill3 + 17)
R7R=I,.det(R)=1 -1

Ny

+ ) (IRp; — gill5 +17)/20%)  (24)
J=1

To solve this constrained optimization problem, the Lagrange
multiplier method is applied and the new optimized objective
function can be written as:

LR, K, n)=F(R)+ir(KR"R—1,)+n(detR) — 1) (25)

where K is a Lagrange multiplier and symmetric matrix,
n is also a Lagrange multiplier and #r is the trace of the
matrix. To maximize the objective function, (25) derives
partial derivatives of R, K and 7 respectively, and sets the
derivative result to zero:

Ny
L F(R) o
3R = (Z(P P R —pig] )+Z(p,p, R —pig)))
j=1
+2KR + nR =0 (26)
oL _ R'R-1,=0 (27)
K "
L
— =det(R)—1=0 (28)
n
. A .
Let L' = —;F(R)(Zl @by ) + Z 34! + 2K + n and
=

then we can get:

N.
1 X
L'R = ——FR(Y Gib]) + Z Bid] (29)

i=1

In order to simplify the solution, L'R is decomposed by
singular value decomposition (SVD) method and we can get:

L'R = UAVT (30)

here, U and V are n X n unitary matrix, where A is a non-
negative n x n dimensional diagonal matrix, and the diagonal
elements of matrix A are arranged in the order of large to
small:A1 > Xy > ... > Ay—1 > A, > 0. By transposing the
left and right sides of Formula (28) at the same time, it can be
obtained that:

R’LT = vau” (31)

then, left multiplier (31) on the left and right sides of (30),
we can get:

2 — UAVIVAUT (32)

by using the same orthogonal matrix reduced to diagonal
matrix form, we can get:

— UAD@)U” (33)
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D(:l) is a diagonal matrix diag(a), where d; equals to 1 or -1.
On the one hand, (33) shows that:

det(L') = det(UAD(@U”) = det(A) det(D(d))  (34)
On the other hand, from (29), we can see that:
det(L) = det(L') det(R) = det(L'R) (35)
Combine (34) and (35), we can see that:
det(A) det(D(d)) = det(L'R) (36)

In consideration of det(A) = A A2 Ay > 0, det(D(a)) =1
when det(L'R) > 0 and det(D(d)) = —1 when det(L'R) < 0.
Thus, by multiplying the left of equation (31) by L'~ ! we can

get:
R = (UAD@UT)'UAV? = UD@ 'V (37)

In conclusion, at the k™ iteration process, the value of rotation
matrix is:

R; = UD@d)"'V (38)
by substituting the result of (26) into (11), the following
results can be obtained:

N, Ny
> Oy — Rexid) + Y- 07 — ReXag))
i1 =

Ny + Ny
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