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ABSTRACT Typical reversible data hiding in encrypted image (RDH-EI) methods merely embed data in
the encrypted domain, ignoring the requirement of the image owner for data embedding. To address this
issue, this paper proposes a novel RDH-EI method with dual data embedding based on generalized integer
transformation (GIT). The image owner first vacates embedding room, and performs data embedding before
image encryption. After data encryption, the remote server utilizes the vacated room to further embed
additional data into the encrypted image. The embedded data by the image owner and remote server can
be extracted exactly, and the original image can be recovered losslessly. The experimental results prove the
effectiveness of the proposed method.

INDEX TERMS Reversible data hiding, encrypted image, generalized integer transformation, dual data
embedding.

I. INTRODUCTION
Reversible data hiding (RDH) has the capability of recov-
ering the cover medium exactly after the embedded data
is extracted. For this reason, RDH is widely applied in
some sensitive scenarios, i.e., military or medical images,
where distortions are forbidden and the accurate recovery
of the original cover medium is required. Until now, most
RDH techniques have been investigated for uncompressed
images. In general, there are four basic fundamental strategies
for RDH in image spatial domain, namely, lossless com-
pression [1], [2], difference expansion (DE) [3]–[6], his-
togram shifting (HS) [7]–[10], and optimal coding [11]–[14].
Besides, many RDH techniques have been proposed for com-
pressed images, particularly for JPEG images [15]–[17].

With the growing development of cloud computing and
cloud storage, protection for data security and privacy during
transmission has attracted extensive attentions. To securely
share a secret image with the recipient, encryption tech-
nique is widely referred to for its effectiveness in privacy
protection. In some scenarios, the remote server wishes to
embed some additional data, such as the copyright data,
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timestamp, into the encrypted image. However, experiments
have shown that though the traditional RDHmethods achieve
good rate-distortion performance, they are generally not
efficient for encrypted images. Therefore, RDH in encrypted
images (RDH-EI) has attracted considerable research interest
in the past decade. Typically, the image owner first encrypts
the cover image. Then the remote server embeds additional
data into the encrypted image reversibly while ensuring that
the authorized receiver can extract the embedded data exactly
and/or recover the original image losslessly.

Generally, RDH-EI methods can be classified into two
classes [18]: vacating room after encryption (VRAE) and
vacating room before encryption (VRBE). Figure 1 provides
the general framework for VRAE andVRBE. InVRAEmeth-
ods, the remote server generates embedding room by modi-
fied some pixel values of the encrypted image directly. VRAE
methods can be further grouped into three categories, i.e.,
data extraction in plaintext domain [19]–[23], data extrac-
tion in the cipher domain [24]–[30], and data extraction
in both domains [31]–[34]. These VRAE methods achieve
decent performances of RDH in encrypted image. But since
the entropy of the encrypted image is usually maximized
because of encryption, the net payloads are relatively low.
In contrast, VRBE methods can achieve higher payloads by
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FIGURE 1. Framework of (a) VRAE and (b) VRBE method.

utilizing the spatial correlation of the original image to vacate
embedding room before image encryption. Ma et al. [35]
proposes the first VRBE algorithm by generating embed-
ding room with traditional HS-based RDH method. In [36],
Zhang et al. vacates embedding room before image encryp-
tion by embedding data into the estimated error of pixels.
In the separable and error-free RDH-EI method proposed
by Xu and Wang [37], interpolation-errors of non-sample
pixels are generated by interpolation techniques, and then the
interpolation-errors are encrypted with a specific encryption
mode while the sample pixels are encrypted by a stream
cipher. After encryption, additional bits can be embedded
into interpolation-errors by histogram shifting and differ-
ence expansion technique. To better exploit the correlation
between neighboring pixels, Cao et al. [38] achieves a large
vacated room by compressing image patches with sparse
representation technique. In some RDH-EI schemes for
homomorphic encrypted images [39], [40], preprocessing
is performed on the plaintext-image to vacate room before
image encryption.

In order to improve the payload of RDH-EI, several meth-
ods utilize the correlations of higher bit-planes of the orig-
inal image, esp. the most significant bit (MSB), to vacate
room before image encryption. In [41], with binary-block
embedding, the binary bits in lower bit-planes of the original
image are embedded into its higher bit-planes to vacate room
for data embedding after image encryption. Puteaux et al.
proposes two RDH-EI approaches by using MSB predic-
tion [42], i.e., high-capacity reversible data hiding approach
with correction of prediction errors (CPE-HCRDH) and high-
capacity reversible data hiding approach with embedded pre-
diction errors (EPE-HCRDH), in which data embedding is
realized by substituting the MSB values in the encrypted
image. These works are further improved by using other

higher bit-planes prediction rather than the MSB-plane only
in [43] or by using two-MSBs prediction in [44]. In [45],
Yi and Zhou proposes a separable RDH-EI method by using
parametric binary tree labeling, which is improved in [46].
Chen and Chang [47] compresses the MSB planes of images
to vacate room before image encryption, which can achieve
high-capacity data embedding in image encryption domain.
In [48], Yin et al. proposes a high capacity RDH-EI algo-
rithm based on multi-MSB prediction and Huffman coding.
Since these methods generate embedding room by modify-
ing higher bit-planes or MSBs bit-planes, the quality of the
decrypted marked image is not good.

Though promising in embedding performance, the above-
mentioned RDH-EI methods usually ignore the requirements
of reversible data embedding for the image owner. In [49],
Qiu et al. proposes a new RDH-EI method to allow dual data
embedding, which includes data embedding for the image
owner. However, the vacated room for data embedding in
encrypted image is relatively small and fixed, and the tech-
nique of generalized reversible contrast mapping introduces
more distortion when vacating room for encrypted image and
embedding data for image owner. This paper proposes a novel
RDH-EI approach to further address this issue. With the effi-
cient technique of generalized integer transformation (GIT),
the image owner achieves data embedding and embedding
room reservation adaptively while introducing less distortion.
After image encryption, the remote server can easily embed
additional data by LSB-planes replacement. The embedded
data by the image owner and the remote server can be exactly
extracted and the original image can be perfectly recovered
after image decryption.

The remainder of this paper is organized as follows. The
generalized integer transformation algorithm for RDH is
described in Section II. The details of the proposed RDH-EI
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method are proposed in Section III. Experimental results and
analyses are provided in Section IV. Finally, this paper is
concluded in Section V.

II. GENERALIZED TRANSFORMATION FOR RDH
An integer transformation for RDH was originally proposed
by Wang et al. [5], which was extended to a further gener-
alized form in [6]. Without loss of generality, for x ∈ N,
functions f (x, 2m), h(x, 2m) and g(x, 2m) can be defined as
follows: 

f
(
x, 2m

)
=
⌈
(2m − 1) · x/2m

⌉
h
(
x, 2m

)
= x − f

(
x, 2m

)
=

⌊ x
2m

⌋
g
(
x, 2m

)
= x − 2m · h

(
x, 2m

)
= f (x, 2m)− (2m − 1)·h(x, 2m),

(1)

where m ∈ N, b·c/ d·e is the floor/ceiling function respec-
tively, f (x, 2m) and h(x, 2m) form a complementary function
pair, and g(x, 2m) stands for them bits LSBs (least significant
bits) of x. For an integer array x = (x1, x2, . . . , xn) ∈ Nn,
the rounded average value is defined as

a (x) =

{
bx̄c , if x̄− bx̄c < 0.5
dx̄e , otherwise,

(2)

where x̄ =
∑n

i=1 xi/n. The generalized integer transforma-
tion (GIT) algorithm for RDH can be defined as

y1 = 2m · x1 − 2m · f
(
a (x) , 2m

)
+ s1

y2 = 2m · x2 − 2m · f
(
a (x) , 2m

)
+ s2

· · ·

yn−1 = 2m · xn−1 − 2m · f
(
a (x) , 2m

)
+ sn−1

yn = 2m · xn −
(
2m − 1

)
· a (x) ,

(3)

where s = (s1, s2, . . . , sn−1) ∈ Nn−1
2m stands for the embed-

ded data array, each si ∈ {0, 1, . . . , 2m − 1} (i = 1, 2, . . . ,
n−1). This way, (n−1)·m bits s can be embedded into integer
array x to obtain y = (y1, y2, . . . , yn) ∈ Nn.
Since

si = g(yi, 2m), i = 1, 2, . . . , n− 1, (4)

and

xi = h(yi, 2m)+ (2m − 1) · a(h(y, 2m))+ g(yn, 2m),

i = 1, 2, . . . , n, (5)

s can be extracted exactly and x can be recovered losslessly,
once we have y.

III. PROPOSED GIT-BASED RDH-EI METHOD
The proposed RDH-EI framework is depicted in Figure 2.
The image owner first embeds his secret data into the cover
image I and reserves room for data embedding after image
encryption, then encrypts the pre-processed image to obtain
the encrypted marked image IEM , which is uploaded to a
remote server. The remote server embeds secret data into IEM

to get the dual marked & encrypted image IMEM . At the
recipient side, the authorized receiver can exactly extract
secret data embedded by the remote server. After decryption,
the secrete data embedded by image owner can be extracted
exactly and the cover image can be recovered losslessly.

A. GENETATION OF THE ENCRYPTED MARKED IMAGE
The image owner embeds some secret data into original
image while reserving embedding room for the encrypted
version. Then he encrypts the marked image before image
uploading. As is shown in Figure 3, the processing proce-
dure can be divided into three main stages: image partition,
reversible data embedding, and image encryption. At the
beginning, the image owner divides the cover image into non-
overlapped blocks, and classifies these blocks into two parts,
namely, part A and part B. Then, the owner’s secret data and
some auxiliary data (including multi-level location map, i.e.
MLM, and LSB-planes of part A ) for RDH are embedded
into the blocks of part B. At last, part A and marked part B
are rearranged and encrypted to generate IEM , which is then
to be uploaded to the remote server. The embedding room for
the remote server is reserved in encrypted part A.

1) IMAGE PARTITION
Without loss of generality, assume the cover image I is a gray-
scale image sized by N1 × N2 with 256 different gray levels,
each pixel in I falls into [0, 255].

First, the image owner divides I into non-overlapping
blocks with n = n1 × n2 pixels, and form these blocks to
n-dimensional pixel arrays X = {x(1), x(2), . . . , x(N )

}, x(j) =
(x(j)

1 , x(j)
2 , · · · , x(j)

n ), j = 1, 2, . . . ,N , and N = bN1/n1c ×
bN2/n2c. After embedding m · (n − 1) bits data into x(j) to
obtain y(j), the distortion introduced by integer transformation

FIGURE 2. Framework of the proposed dual embedding VRBE method.
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FIGURE 3. Sketch of the processing procedure at the image owner side.

would approximately be

MSE(y(j), x(j)) ≈
(
2m

(j)
− 1

)2
· SSE(x(j))/n, (6)

where

SSE
(
x(j)
)
=

∑n

i=1
(x(j)i − a

(
x(j)
)
)
2
. (7)

Here, SSE
(
x(j)
)
is the sum of the squared errors of x(j). With

fixed n for special pixel arrays, largerm(j) would enable larger
data embedding capacity, yet the introduced distortion might
be larger accordingly.

To prevent the overflow/underflow during transforming x(j)

to y(j), each marked transformed pixel value in y(j) should be
restrained within [0, 255]. Let

C={x= (x1, x2,. . ., xn)∈Nn
256 : 0≤xi≤255, i=1, 2,. . ., n}

(8)

be the set of all possible pixel value arrays. Define subsetsCm
satisfying

Cm = {x ∈ C : 0 ≤ xi−f (a(x), 2m) ≤ 2(8−m) − 1

(i = 1, 2, . . . , n− 1),

0 ≤ 2m · xn − (2m − 1) · a(x) ≤ 255}. (9)

If x(j) belongs to Cm, there would be no underflow/overflow
during embedding m · (n − 1) bits into x(j). To alleviate
the distortion of GIT, we keep MSE(y(j), x(j)) ≤ T/n, T
is a predefined integer threshold and T> 0. Those blocks
selected for data embedding should satisfy SSE(x(j))≤ T and
x(j) ∈ C1. According to the principle, if SSE(x(j)) ≤ T and
x(j) ∈ C1, x(j) is classified into first-round embedded category
FE (x(j) → FE) as part B; otherwise, x(j) is classified into
second-round embedded category SE (x(j) → SE) as part A.
Figure 4 illustrates the diagram of classification. Multi-level
location map MLM is used to identify blocks classification,
where the first-level location map FLM is used to distinguish
whether x(j) ∈ FE (corresponding m(j)

≥ 1 adaptively)
or x(j) ∈ SE (corresponding m(j)

= 0). In FLM, ‘‘1’’ is
assigned for x(j) ∈ FE and ‘‘0’’ for x(j) ∈ SE , other levels of
MLM will be introduced in the next section. In Figure 5, after
classification, all blocks belonged to part A are rearranged
successively to the front of the image, followed in turn by
the blocks of part B. With FLM, the original image can be
recovered from the rearranged image exactly. The one or

FIGURE 4. The classification of block x(j ).

FIGURE 5. Illustration of blocks rearrangement.

more LSB-planes of part A are reserved for data embedding
by the remote server after image encryption and uploading.
Thus, the image owner should embed the auxiliary data with
his secret data into part B.

2) DATA EMBEDDING BY ADAPTIVE GIT
In part B, adaptive GIT (AGIT) algorithm is used to accom-
modate the auxiliary data and the owner’s secret data.
To embed more bits and alleviate distortion, the image
owner should adaptively choose m(j) for each x(j) to keep
MSE(y(j), x(j)) ≤ T/n. During data embedding, there would
be individual cases. For example, three cases appear if
m(j)
≤ 3. Accordingly, all x(j) ∈ FE in part B are classified

to three different categories, and the flowchart of adaptive
embedding is showed in Figure 6.
Case 1: SSE(x(j)) ≤ T/49. If x(j) ∈ C3, m(j)

= 3 can be
used for embedding 3(n− 1) bits into x(j) without any under-
flow/ overflow, keeping MSE(y(j), x(j)) ≤ T /n. Thus, x(j) is
classified into the embedded subcategory FE3 (x(j) → FE3).
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FIGURE 6. The flowchart of adaptive data embedding.

If x(j) /∈ C3 and x(j) ∈ C2, m(j)
= 2 can be used for embed-

ding 2(n − 1) bits into x(j) without any underflow/overflow,
which also keeps MSE(y(j), x(j)) ≤ T/n. Accordingly, x(j)

is classified into the embedded category FE2 (x(j) →FE2).
Otherwise,m(j)

= 1 should be used for embedding (n−1) bits
into x(j) without any underflow/overflow, which still keeps
MSE(y(j), x(j)) ≤ T/n. Therefore, x(j) is classified into the
embedded category FE1 (x(j)→ FE1).
Case 2: T /49 < SSE(x(j)) ≤ T /9. If x(j) ∈ C2, m(j)

= 2
can be used for data embedding and x(j) → FE2. Otherwise,
m(j)
= 1 should be used for data embedding and x(j)→ FE1.

Case 3: T /9< SSE(x(j))≤ T ,m(j)
= 1 can be used for data

embedding and x(j)→ FE1.
To distinguish x(j) ∈ FE1, x(j) ∈ FE2 or x(j) ∈ FE3, in the

second-level of MLM, ‘‘0’’ is assigned for x(j) ∈ FE1 and
‘‘1’’ for x(j) ∈ FE2 ∪ FE3. In the same way, ‘‘0’’ is assigned
for x(j) ∈ FE2 and ‘‘1’’ for x(j) ∈ FE3 in the third-level of
MLM. Then, the MLM is compressed losslessly by the JBIG
algorithm to get MLM’ with length l3 bits, which will be
embedded into x(j) ∈ FE as the LSBs of y(j). Set the number
of x(j) ∈ FE is NB, NB should satisfy

(n− 1) · NB ≥ l3. (10)

Set the owner’s secret data is of l1 bits and the reserved room
of part A is of l2 bits, given threshold T should satisfy∑N

j=1
m(j) · (n− 1) ≥ l1 + l2 + l3. (11)

The reserved room for data embedding after image encryp-
tion can be one or more LSB-planes of part A, even part of
single LSB-plane in part A, depending on the requirement of
the remote server. Also, in some applications, the requirement
of embedding capacity is fixed. In such situations, the image
owner should determine a proper threshold T to meet the
embedding capacity requirement and preserve the quality of
marked image. The determination of a proper threshold T can
be accomplished by the binary search algorithm as shown in
Algorithm I.

Algorithm 1 Determination of a Proper Threshold T for
Special Embedding Capacity

Processing (I, EC)
/∗ I is the original image; ∗/
/∗ EC is the embedding capacity required; ∗/
/∗ Set Tl is the low threshold which cannot vacate embed-
ding capacity larger than required;∗/
/∗ Set Th is the high threshold which can vacate embedding
capacity larger than required;∗/
begin
while (Th! = Tl and Th! = Tl + 1)

Set Ttemp = b(Tl + Th)/2c;
With Ttemp, divide all pixel arrays into two categories
FE and SE, then determine the transformation
parameterm(j) adaptively for each x(j) ∈ FE, construct
the multi-level location map and compress, calculate
the net embedding capacity
ECtemp;
if ECtemp >= EC then
Set Th = Ttemp;

else
Set Tl = Ttemp;

end if
end while
Set Ttemp =b(Tl + Th)/2c;
With Ttemp, calculate corresponding net embedding
capacity ECtemp;
If ECtemp >= EC then

Set T = Tl ;
else

Set T = Th;
end if
return T ;

end

For a special threshold T , the total embedding capacity is
determined. Since embedding capacity for encrypted image
is vacated by the image owner, the image owner takes the
responsibility for the distribution of embedding capacity. Set
the number of pixel arrays x(j) ∈ SE as NA, the maximum
embedding capacity for encrypted image will be less than
8·n · NA, where all pixel bit-planes in x(j) ∈ SE are vacated
for data embedding after image encryption. In practice, as the
modifications of pixel’s MSBs will introduce more distortion
than that of pixel’s LSBs, the vacated LSB-planes of x(j) ∈ SE
can be limited no larger than three, and the limited embedding
capacity for encrypted image will be no larger than 3·n · NA
correspondingly. Within the maximum embedding capacity
for encrypted image, the image owner can distribute some
of the total embedding capacity in any proportion, for exam-
ple, by vacating embedding capacity for encrypted image as
more as possible or distributing the total embedding capacity
equally between them. This way, the image owner achieves
data embedding and embedding room reservation adaptively.

VOLUME 8, 2020 23213



Y. Qiu et al.: RDH-EIs With Dual Data Embedding

The procedure of data embedding in part B is described
in Table 1, where we take m(j)

≤ 3 for illustration.

TABLE 1. Steps of data embedding in part B by AGIT.

3) IMAGE ENCRYPTION
After image partition and data embedding by AGIT,
the marked image IM is generated by rearranging part A
and part B. With the stream cipher, the content owner
encrypts IM to obtain the encryptedmarked image IEM easily.
A gray value Vr,s in IM can be represented eight bits as v(0)r,s,
v(1)r,s, . . . , v

(7)
r,s, where (r , s) indicates the position of the pixel,

r = 1, 2, . . . ,N1, and s = 1, 2, . . . ,N2. Thus,

v(k)r,s =
⌊
Vr,s/2k

⌋
mod 2, k = 0, 1, · · · , 7, (12)

and then,

Vr,s =
∑7

k=0
v(k)r,s · 2

k . (13)

In the encryption stage, a random sequence E of size
8× N1 × N2 is generated using Encryption key as

E =
{
e(k)r,s

∣∣∣e(k)r,s ∈ {0, 1}
}

. (14)

Then, the bit-wise exclusive-or results of the pixel bits and
pseudo-random bits are calculated as

v′(k)r,s = v(k)r,s ⊕ e
(k)
r,s. (15)

therefore, the encrypted pixel value is

V ′r,s =
∑7

k=0
v′(k)r,s · 2

k (16)

Finally, the image owner should embed 32 bits information
into LSBs of first 32 pixels in encrypted version of part A
to tell remote server the number of blocks and embedding
capacity he can embed his additional data into, and get the
encrypted marked image IEM . Note that after image encryp-
tion and uploading, the remote server or a third party cannot
access the original image and the owner’s secret data without

Encryption key, thus the privacy of the image owner can be
protected.

B. SECOND-ROUND DATA EMBEDDING IN THE
ENCRYPTED IMAGE
The proposed method allows the server’s secret data to be
further embedded into the encryptedmarked image IEM , even
if the remote server is not able to access the original image.
The embedding process starts with locating the encrypted ver-
sion of part A, denoted by AE . Since AE has been rearranged
to the front of IEM , the remote server has direct access to
read the 32-bits information in LSBs of the first 32 encrypted
pixels to obtain the number of blocks to be embedded and the
allowed embedding capacity. After that, the remote server just
adopts LSB replacement to substitute the LSB-planes in AE
with his additional data, which are encrypted by Key 2. This
way, the marked encrypted marked image IMEM is generated.
Without the data hiding Key 2, no one could extract the
additional data the remote server embeds.

C. DATA EXTRACTING AND IMAGE RECOVERY
On the recipient side, receivers may have different authoriza-
tions. As depicted in Figure 2, only with Key 2, the receiver
can obtain the hidden server’s data; with Encryption key
andKey1, the receiver can get the hidden owner’s data; if with
Encryption key, the original image can be recovered perfectly.
In general, with all the three keys, the two parts of additional
data can be respectively extracted from IEM using the steps
described in Table 2, and the original image can be recovered
losslessly.

TABLE 2. Extracting and image recovering.
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FIGURE 7. Test images. (a) Lena; (b) Baboon; (c) Airplane; (d) Lake; (e) Boat; (f) Man.

FIGURE 8. Performance of embedding capacity versus the decrypted marked image quality with different max(m).

IV. EXPERIMENTAL RESULTS
To verify the proposed method, we have conducted many
experiments using six typical grayscale test images sized
512 × 512, as shown in Figure 7. We use the parameter
n = 4 × 4 as the amount of image block for GIT in the
experiments.

Figure 8 shows the performances of Lena and Baboon in
terms of payload versus PSNR. The payload, i.e. embedding
capacity, is expressed with bit per pixel (bpp), and PSNR (dB)
reflects the quality between decrypted marked image and
original image. Case1 represents equal distribution of the
total embedding capacity for both image owner and remote
server, while Case 2 stands for vacating embedding capacity
for encrypted image as much as possible. With fixedmax(m),
i.e., max(m) ∈ {1, 2, 3}, the performance is almost the same
between these two cases. With different max(m), along with
the increased payload, the larger max(m), the better perfor-
mance and the larger maximal payload can be achieved.

In terms of quality of the decrypted marked image versus
embedding capacity, Figure 9 (a) ∼ (d) shows the compo-
sition of embedding capacity for Lena and Baboon, with
max(m) = 1 and max(m) = 3 respectively. The curves of
total embedding capacity (EC) indicates the achieved payload
of two parts of secret data with different image quality. The
curves of embedding capacity for remote serves shows the
achieved payload of the server’s secret data, and the rest is for
the owner’s secret data. When the total embedding capacity

is low, i.e. the threshold T is low, the distribution of total
embedding capacity adheres to the principle of Case1 or
Case2. As the threshold increases, total embedding capac-
ity increases accordingly. And when the blocks of part A
decreases, the embedding capacity for remote server will
reach the maximum, and then decrease with limited embed-
ding capacity. The reserved room of part A is limited to three
LSB planes in the experiment. Releasing the limitation to
higher bit-planes will enlarge the limited embedding capacity,
but the distortion will be significantly higher.

Next, we test whether the proposed method is able to
determine a proper threshold T to meet special requirement
of embedding capacity. Table 3 shows the real achieved
embedding capacity when given different required embed-
ding capacities. By using the proposed algorithm of proper
threshold determination, we compare the results with that of
the traditional RDH method in image clear domain, namely,
adaptive reversible data hiding by extending the generalized
integer transformation (ARDHGIT) [6]. It is obvious that the
real achieved embedding capacity is larger than the required
embedding capacity. It indicates we are able to find a proper
threshold by the proposed algorithm. With almost the same
embedding capacity, the quality of decrypted marked image
of the proposed method is close to the quality of marked
image produced by ARDHGIT.

We also compare the proposed method with four
state-of-the-art VRBE-based RDH-EI methods, as shown
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FIGURE 9. Composition of embedding capacity.

TABLE 3. The achieved embedding capacity/psnr with given embedding capacity (Bits/dB).

in Figure 10. For [35], three LSB-planes of cer-
tain selected pixels are reserved for data embedding
after image encryption. Set the percentages of pixels
p ∈ {1%, 5%, 10%, 15%, 20%} for estimation with [36].
For [39], we set host pixels’ number of the reference pixel
T = 4 and the parameter of hidden bits n = 3. Block size
n = 4×4 is used for [49], and set n = 4×4 and max(m) = 4
for our method. Given low payloads, the performances of

these methods except [39] are close where high PSNR can
be ensured. However, the highest payload provided by [36]
is less than 0.05 bpp, and that of [35] less than 0.75 bpp, that
of [49] no more than 0.99 bpp. With dual data embedding
as [49], the proposed method achieves much higher payload
with good rate-distortion performance.

Some property comparisons are summarized in Table 4.
Methods in [19]–[22], [24]–[27] and [33], [34] are based
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FIGURE 10. Performance comparisons with Ma et al. [35], Zhang et al. [36], Xiang et al. [39], and Qiu et al. [49].

on VRAE, while the proposed method and methods
in [35]–[49] are based on VRBE. Since methods in [19]–[22]
achieve data extraction and image recovery jointly, there is
error in data extraction or image recovery in some cases.
In the other methods, data extraction and image recovery are
carried out separately, the embedded data can be extracted
exactly, and the original image can be recovered losslessly
except the CPEmethod in [42]. In terms of the achieved max-
imal payload, the levels are represented by Low (< 0.5 bpp),
Medium (≥ 0.5 bpp and < 1.0 bpp), High (≥1.0 bpp and
< 2.0 bpp), and Huge (≥ 2.0 bpp). Therefore, the reported

maximal payload of most VRAE methods [19]–[22],
[24]–[27], [34] are relatively low except method in [33],
which can achieve medium payload. In VRBE methods,
the maximal payload of methods in [36], [37], [39] is low,
that of methods in [35], [38], [41], [49] and the EPE method
in [42] is medium, high payload can be achieved in [40], CPE
method [42] and [44], [45], while the proposed method and
methods in [43]–[48] can achieve huge payload more than
2.0 bpp. It is obvious that the VRBE methods can achieve
higher payload than VRAE methods. Then, we compare the
distortion-rate performance with payload versus PSNR of the
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TABLE 4. Property comparisons of related schemes with our method.

decrypted marked image, fromwhich, the embedded data and
the original image should be able to be recovered. Since it is
considered that there is no need to preserve the high quality
of the encrypted image compared to the clear domain [42],
these methods in [41]–[48] vacate the embedding room
by modifying higher bit-planes or MSBs-planes to achieve
higher payload, the distortion-rate performance is theoreti-
cally not good. With low payloads, the PSNR by the methods
in [19]–[22], [24]–[26], [34], [39] range from 50dB to 30dB
approximately, so the corresponding distortion-rate perfor-
mance is medium.Methods in [27], [33], [35]–[38], [40], [49]
and the proposed method can achieve good distortion-rate
performance, some are showed in Figure 10. Among of them,

just the proposed method can achieve huge maximal payload.
The last column indicates that most RDH-EI method ignoring
the requirement of data embedding for the image owner. To
our knowledge, dual data embedding for both image owner
and remote server was first presented in [49]. The proposed
method achieves much higher payload than method [49],
meeting the requirement of embedding capacity adaptively.

V. CONCLUSION
In this paper, we propose a new VRBE-based RDH-EI
method which not only enables the remote server to embed
data in image encrypted domain, but also allows the image
owner to embed data before image encryption. Using the
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technique of GIT, the image owner embeds some additional
data and vacates room for data embedding for encrypted
domain before image encryption. After image encryption and
uploading, it is easy for the remote server to embed data into
the encrypted image by LSB replacement. On the recipient
side, the embedded data by the image owner and the remote
server can be extracted exactly, and the original image be
recovered free of error after image decryption. Experimental
results show that the proposed method is efficient in data
embedding and effective in data security.
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