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ABSTRACT The classical Internet of things routing and wireless sensor networks can provide more precise
monitoring of the covered area due to the higher number of utilized nodes. Because of the limitations in
shared transfer media, many nodes in the network are prone to the collision in simultaneous transmissions.
Medium access control protocols are usually more practical in networks with low traffic, which are not
subjected to external noise from adjacent frequencies. There are preventive, detection and control solutions
to congestion management in the network which are all the focus of this study. In the congestion prevention
phase, the proposed method chooses the next step of the path using the Fuzzy decision-making system
to distribute network traffic via optimal paths. In the congestion detection phase, a dynamic approach to
queue management was designed to detect congestion in the least amount of time and prevent the collision.
In the congestion control phase, the back-pressure method was used based on the quality of the queue to
decrease the probability of linking in the pathway from the pre-congested node. The main goals of this
study are to balance energy consumption in network nodes, reducing the rate of lost packets and increasing
quality of service in routing. Simulation results proved the proposed Congestion Control Fuzzy Decision
Making (CCFDM) method was more capable in improving routing parameters as compared to recent
algorithms.

INDEX TERMS Internet of Things, wireless sensor network, congestion control, fuzzy decision making,
and back-pressure.

I. INTRODUCTION
The classical internet of things network and low power and
lossy networks (LLNs) are useful domains of wireless sensor
networks, which can provide area monitoring and control
operations with high potential in unpredictable and dynamic
environments [1]. However, these networks face challenges
in transferring information to the base station in the network
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due to wireless media and changing topology, which hinders
routing protocols. Hardware and software limitations, which
are an intrinsic property of these types of networks, make
them susceptible to physical elements and environmental
effects and lead to error and damages. The protocols designed
for LLN and wireless sensor networks are very specific to
their applications.

Nevertheless, one of the main challenges to these types
of networks is increasing the quality of service and node
longevity in the network, which is due to the limited resources
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of wireless sensor nodes [2]. Several factors cause energy loss
in network nodes, which include collision frames, retrans-
mitting from source, crosstalk, queue delay, hidden terminal,
over emitting, idle-listening and control overhead of designed
protocols [3].Most of the aforementioned factors can beman-
aged and controlled at the Medium Access Control (MAC)
sub-layer [4]. However, most protocols designed for theMAC
sub-layer have single-channel properties in the network. In
such protocols, especially in high concentrations of nodes in
the network, there is a probability of collision increase, noise
increase due to crosstalk, end-to-end delay, and ultimately
reduced network longevity. By creating hardware’s such as
the transceiver CC2538, which can achieve a 16-channel
information transmission and reception at 5-megahertz fre-
quency gaps, and by utilizing this transceiver at sensor nodes
like OpenMote, the path has been cleared for creating multi-
channel MAC protocols [5]–[7]. Nevertheless, to implement
multi-channel protocols in wireless sensor networks has its
challenges. To achieve higher performance in multi-channel
protocols, the node radios have to change between different
frequencies. Consequently, for proper information exchange,
the transmitter and receiver have to be constantly synchro-
nized into common frequencies. Therefore, it is essential to
manage the distributed nodes to the correct channel [8]. There
are other challenges to designing the multi-channel protocols
for the MAC sub-layer of LLNs including [9]: multi-channel
hidden terminal, absent receiver (no listening), broadcast sup-
port, delayed channel switch, optimum allocation of channels
to nodes, connecting a new node to the network and avoid-
ing network partitioning [10]. Based on the aforementioned,
other researchers manage the problem of package collision
in the network-by-network layer solutions [11], [12]. In these
methods, the aim is for the network to operate within an
objective function that has the least probability of collision;
this procedure is known as preventative processes [13]. Obvi-
ously, by preventing collision and congestion in the network,
the resource loss and overhead due to message retransmission
can be decreased. Moreover, it increases the nodes required
time to access wireless media. On the other hand, conges-
tion and collision in a high traffic network are inevitable.
In this regard, the more management of the network leads
to higher overhead control of network nodes. Therefore, the
process of congestion management in the network must be a
complete process including congestion prevention, detection,
confrontation and control. To achieve these goals the net-
work faces a challenge since numerous parameters within the
network without the use of the decision system complicates
the process. However, the MADM and MODM have been
utilized as good solutions [14], [15]. In the present study,
a congestion control method based on Congestion Control
Fuzzy DecisionMaking (CCFDM) has been proposed, which
prevents congestion in the network and manages the data
flow by timely detecting congestion and confronting it in a
distributed manner, this in turn helps in maintaining network
resources.

The paper is organized as follows: In Section II, previous
studies on congestion detection (sub-section A) and control
(sub-section B) in classical internet of things and wireless
sensor networks are reviewed. In Section III, a method of
routing informed in quality of service based on fuzzy decision
making has been introduced, which benefits from queue sta-
tus for congestion detection and in congestion control from a
proposed method of back-pressure. In section IV, we assessed
and compared the proposed CCFDM method with other
recent methods considering average lifetime, packet deliv-
ery, delay, queue efficiency, Jain Fairness Index, and power
efficiency. Finally, section V is dedicated to conclusions and
future recommendations.

II. REVIEW OF LITERATURE
A. CONGESTION DETECTION AND CONTROL IN
CLASSICAL INTERNET OF THINGS NETWORK
Limited resources of network nodes and various traffic
patterns present many challenges to routing and data flow
transmission in classical internet of thing networks. These
challenges are so serious that they can affect the whole pro-
cess of data transfer between nodes and sink and even cause
disruption [16], [17]. For this purpose, various methods have
been proposed to control andmanage congestion, which some
of the more important ones will be discussed hereafter. Three
main models in congestion control have been suggested,
namely [18]:

1) END TO END METHODS
In this procedure, a congestion control mechanism has been
embedded in the transport layer [19]. The receiver can iden-
tify the number of sent and delivered packages by review-
ing the Acknowledgement message (ACK) and the sequence
number of packages. Nevertheless, due to long and multiple
routes and because the information has been periodic data
and there may be packets ready for sending at any given
time, implementing this method in LLNs is not possible The
suitable and non-delayed use of ACK in the network is not
possible, and studies are trying to solve this problem.

2) ROUTE BASED METHODS
This method tries to remove some of the problems of the End
to End method. The main difference of this method is the
faster congestion detection in the network [20], [21]. When
congestion is detected in the network, the source node is
notified by a backward signal that is sent from the point of
congestion and received step by step. This solution is only
practical when the congestion is near to the source. If the
congestion is close to the destination and hence far away from
the source of the package, the problems of the end-to-end
method persist [22].

3) STEP BY STEP METHODS
This approach uses the step by step mechanism in the detec-
tion and prevention of congestion. Compared to previous
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methods, this approach does not require a backward mech-
anism in long routes [23], [24]. The congestion problem is
locally solved through the connection between neighboring
nodes. This mechanism is not focused on a certain type of
transfer; rather, it focuses on local congestion detection and
information transfer to all neighbors.

However, before the decisions of the MAC sub-layer,
on the previous layer (network), there have been numerous
proposed solutions to congestion and energy-aware routing
in LLNs, which can prevent congestion and energy loss in
the nodes by dividing the routing load through optimal routes
gained by exploratory and ultra-exploratory methods [4].

B. POPULAR CONGESTION CONTROL METHODS
1) CONGESTION CONTROL MAC PROTOCOLS
The IEEE 802.15.4 protocols that are originally designed for
Wireless Personal Area Networks (WPAN) with low transfer
rates can also be used for the internet of things and wireless
sensor networks [25]. This protocol uses multichannel com-
munication to reduce the interference effect. This interference
occurs due to the presence of neighboring network commu-
nications using the same frequency spectrum. The protocol
has two working modes: Beacon-Enabled and Beaconless.
In Beacon-Enabled mode, the FFD nodes are responsible for
channel matching; in the channel of communication the RFD
nodes must seek the status of the channel from the FFD nodes
(that are the coordinator) so in the absence or possibility of
congestion, they can exchange data. In this case, scheduled
communication is occurring in a star network such as single
Hop network. Even if a node wants to communicate with its
counterpart node within its radio range, all information must
be provided through the coordinating node. However, when
the protocol operates in Beaconless mode, the CSMA / CA
method is used, and the nodes operate in a fixed channel [26].
Due to network hierarchies, coordinators are also respon-
sible for scheduling, routing, and connecting new nodes to
the network. In addition, since all nodes in this standard,
exchange information in the same channel, the problem of
node competition in the network is not resolved.

MC_LMAC has presented a single radio-multi channel
MAC protocol based on scheduling with the aim of increas-
ing network throughput. In the initial phase of this proto-
col, the nodes are synced with the parent node in a tree
structure, and during network operation, whenever there is a
discrepancy in time scheduling of the nodes, the scheduling
operation is redone. Therefore, with the increasing number
of nodes, the control messages overhead increases, which
reduces network performance [27].

Rainbow is also a tree-based protocol suggested for data
collection with high reliability [28]. In this protocol, local
TDMA and Frequency Hopping Spread Spectrum (FHSS)
techniques are used in tandem to lower collision, increase
throughput, and avoid foreign radio wave interference. The
main downside to this protocol is the high overhead of differ-
ent control messages for channel allocation and tree making.

The Control multi-channelMAC is an asynchronousmulti-
channel protocol that uses two radios: one always awakes and
is used for awakening the nodes called the LR, and the other is
used for receiving and sending data consecutively called MR.
Although the CMAC does not require synchronization, it uses
an additional radio, which increases node costs and leads to
higher costs in network installment. Besides, the additional
radio, which is always on, leads to the higher energy con-
sumption of the sensor node [29].

In [30], the single-channelMACprotocol is proposed using
a grid limit to save on energy. Although this protocol tries
to boost network longevity by increasing nodes’ sleeping
time, in high traffic, it leads to higher collision and frame
resubmitting and hence higher energy consumption in the net-
work because it only utilizes one channel. Besides, allocating
different grid sizes to network nodes is a challenge in this
protocol.

In [31] the Tree-based Multi-Channel Protocol (TMCP)
is introduced, which is not applicable in sensor networks
with high energy costs or sensitive to events where its
nodes must listen to the wireless media for long periods
or transfer data [32]. Due to the partitioning in the net-
work, this protocol is unable to send broadcasting pack-
ets. Since nodes connect through one channel, competition
and interference within tree branches is still an unsolved
problem. Furthermore, there is no aggregation in TMCP
because the connection between nodes in different branches
is congested. Other MAC algorithms that benefit from being
multichannel like Multi-frequency Media access control for
wireless Sensor Networks (MMSN), Hybrid TDMA/FDMA
Medium Access Control (HyMAC) and Energy-efficient
multi-channel MAC protocol (YMAC) have been discussed
in previous researches [17], [33]. Either the mentioned proto-
cols need node synchronization, or in case of avoiding sync
overhead, node energy will not be efficiently used [34].

One of the best methods for network routing in wireless
sensor networks is the Minimum Cost Forwarding Algo-
rithm (MCFA) [35]. In order to select the appropriate next
step, the MCFA algorithm first explores the available space
and selects the value of each path by each neighboring node.
In this case, each node knows which path to choose and how
much each path will be worth. One of the main problems
with this method is the initial processing and computational
overhead of the value of its single-hop neighbor nodes, which
creates the overhead routing tables. In fact, in the MCFA
method, cost calculation and generating optimal paths must
be completed before starting the nodes sending-receiving
operations. Initial preprocessing to find the optimal paths
increases the computational overhead; it is, in fact, observing
the environment, which will also result in increased energy
consumption by the sensor nodes as well as wasting time.

Another method is the Congestion Avoidance, Detection,
and Alleviation (CADA) where the congestion level is deter-
mined by buffer aggregation and the tree-based channel dis-
tributed CC algorithm, which leads to higher operational
power, energy consumption and end to end delay, therefore
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it’s only practical in application-based topologies [36], [37].
The Flock-CC protocol guides the packets to the sink for
grouping and routing. Robust against failing nodes, this
method is self-organizing and energy-efficient but fails to
offer an appropriate load-balancing capability.

In Event-to-Sink Reliable Transport (ESRT) protocol, the
nodes adjust their transmission rate based on the sink feed-
back and the routing reliability or via congestion detection.
When reaching a specific buffer threshold, each node sets
the congestion notification (CN) bit in the packets. The sink
periodically calculates a new report rate based on the reli-
ability estimates, the CN, and the previous reporting rate
and transmits it at its maximum radio output power [38].
The ESRT execution can operate in five different modes:
non-congestion with low reliability (NCLR), non-congestion
with high reliability (NCHR), congestion with high reliabil-
ity (CHR), congestion with low reliability (CLR), and opti-
mum operational region (OOR). In NCLR, the reporting rate
increases to provide acceptable reliability, whereas a reverse
trend is considered in NCHR and CHR. In CLR, the reporting
rate decreases at a higher speed. In OOR, the load reporting
rate does not change in the next decision area. Attempting
to solve the congestion problem of different regions (event
priority, node density) through similar methods reduces the
throughput. Further, the ESRT protocol does not factor in the
interferences [39].

2) CONGESTION CONTROL ROUTING AND
CLUSTERING PROTOCOLS
Another approach to reducing congestion in the classic
Internet of Things (IoT) networks and wireless sensor net-
works (WSNs) is the use of node clustering, where clusters
of existing nodes are generated in an attempt to minimize
dispersion of data and facilitate quicker data exchange among
the sensor nodes and the base station [18]. Evidently, network
management can be facilitated by grouping network nodes
as clusters, raising the question of what clustering methods
and cluster sizes can be used to prevent congestion at cluster
heads. In other words, optimal clustering of network nodes
should be looked at as a challenging problem, although it
might seem unimportant and non-critical at the beginning.
However, the network will definitely start to struggle as some
cluster centers are removed over time due to low energy.
In clustering, each cluster head is constantly working, and,
in fact, when two nodes attempt to transmit data to the cluster
head, one of the packets will definitely drop due to the cluster
center being able to receive only one data packet at a time.
As such, a novel combined clustering approach has recently
been introduced for WSNs which is significantly different
compared to the classic clustering methods. The selection
of cluster centers is the main difference between hybrid and
simple clustering methods [40]. In the hybrid method, any
node can be assigned as the cluster center as long as it has
a central position compared to the other nodes in the cluster.
The increased input and output traffic of the cluster centers
close to the sink is a serious concern in both classic and

hybrid clustering techniques. In other words, balancing the
load and traffic during communication between the network
cluster heads and the sink is a challenging task that has been
addressed by some recent studies. There are still unresolved
issues for data exchange in combined clustering.

In [23], a congestion-aware HOPbyHOP routing protocol
is proposed to provide an appropriate efficiency in multi-sink
networks. In this method, a traffic-aware routing plan with
the ability to regulate the transfer rate of network nodes is
designed, which effectively manages and controls the com-
munication between nodes and the sink. This method uses
the normalized depth and traffic of network nodes to balance
the flow between sensor nodes. Another part of the study
proposes a model for improved control and allocation of
weights to traffic-balancing routing cost and congestion win-
dow, ultimately enhancing the performance of this method
compared to its counterparts such as the ESRT [38], CODA,
GRAdient-based Traffic-Aware routing for wireless sensor
networks (GRATA) [41], and Shortest Path First (SPF).

3) THE BACK-PRESSURE CONGESTION CONTROL METHOD
The back-pressure method works based on local data and
node decisions for routing [42]. In fact, this method is not
meant to select a specific route at the beginning or even the
start of transmission, but rather helps each node decide to
which node a packet should be transmitted for the subsequent
delivery to the sink. The back-pressuremethod follows a local
approach in which each node selects the next data transmis-
sion node based on the table of neighbors and knowledge
of their queue state. In fact, each node requires a list of
its neighbors and information, such as the distance, queue
length, and the cost function output. Despite the significant
growth in its application in WSNs due to its features, this
method suffers from a serious problem known as the loop
trap. That is, the information between two valuable nodes
may be directly or indirectly interchanged in a loop, leading
to packet loss and expiry of data freshness, in which case the
packets may not reach the sink or introduce a high delay in
the reception route. To tackle this problem, a specific metric
is used in the proposed method in this study, known as the
CCFDM method, to eliminate the loop trap in the network.

The congestion detection and avoidance (CODA) protocol
is the first partial development of congestion detection and
prevention in WSNs [43], [44]. This protocol features three
main components, namely receiver-based congestion detec-
tion, open-loop hop-by-hop back-pressure, and closed-loop
multi-source regulation. In the open-loop hop-by-hop back-
pressure, the sources take into account the current congestion
state. Similarly, in the closed-loop multi-source regulation,
the source receives acknowledgments (ACKs) from the sink,
which is stopped once congestion occurs. This protocol con-
trols the packet flow rate based on the Additive Increase Mul-
tiplicative Decrease (AIMD) algorithm. Although energy-
efficient, this technique does not guarantee the successful
delivery of the packets to the destination. In the received back-
pressure signals (i.e., signals received by the source node
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from the middle node), the nodes control their packets based
on the congestion parameter.

III. PROPOSED CCFDM METHOD
A. ASSUMPTIONS OF THE PROPOSED NETWORK
Due to the limited resources in classic IoT networks and
WSNs, shorter communications can increase network life-
time and reduce the hidden terminal rate and crosstalk in the
wireless medium [15]. To identify the challenges involved in
hop-by-hop routing methods connecting nodes and the sink,
a sample network is assumed on which our proposed method
is implemented. In the CCFDM method, the surrounding
environment of the sink node in the network is considered for
the implementation of the layering decisions. This is because,
in the decision process for the delivery of data packets to
the sink, a structural distinction should be considered in the
fuzzy decision calculations for prioritization of nodes closer
to the sink. Utilizing concentric circles can divide the network
into multiple node groups to facilitate the decision-making
process.

According to the literature and studies on classic IoT net-
works, WSNs, and low-power and lossy networks (LLNs),
the funneling effect is the main cause of early energy
drain and increased congestion and collision. For instance,
Fig. 1 shows a sensor network with a sink at the position of
( x2 ,

y
2 ). The spherical transmission of signals from the sink

node is represented as concentric circles in the 2D network.

FIGURE 1. Dividing the sink via concentric circles.

In order to make this issue clear, it should be noted that we
have used concentric circles for the following reasons:

• To classify nodes and avoid wondering of network pack-
ets (because if all nodes in the network have the same
priority, the packet will not be justified to reach the
sink node. Over time, the status of nodes farther away
from the sink will have better resources and the network

packets will be led outside of the network due to the
funnel effect).

• Weights can be entered at different stages using different
coefficients in the decision system for each parame-
ter involved. As we mentioned in the article because
the (potential) congestion and resource consumption of
nodes in different areas of the network are different
(vary), we must somehow be able to generate accurate
values, thus we have used concentric circles for this
purpose.

• Another work was to correlate the weights of each
parameter in each layer of concentric circles with the
density of the nodes referred to in Formula 1 and Fig. 5.

In fact, the distribution of network nodes in different situa-
tions, whether it is preset (or pre-defined such as grid net-
work) distribution, random or Poisson, has a direct effect on
the congestion rate and network efficiency. For this purpose,
in equation (1) it is assumed that in the best situation the
network (like grid distribution) will also have congestion and
the funnel effect. Since we have congestion in the normal
or ideal case, we will also have congestion in any random
situation, and this has been the basis of our research. We have
noted that in any case, congestion is an inseparable effect
in the sensor network. So, we have proposed our idea of
assuming the existence of congestion in the network with
different distributions.

Another issue is that the location of the sink node in the net-
work can also be random. In-network assumptions, the radio
range is the distance from the sink node to the end of the
network environment. That is, in the worst case, the sink
node is located at the point (x, y) = (0, 0) (Corner of the
network area). Suppose the network is a square (each side
is 1000 meter) the radio range in this network will be 1414m
(calculated by

√
x2 + x2). So, in this case, only the number

of concentric circles can be increased, and all weights can be
calculated by equations mentioned in figure further on in this
article (Table 2 and Figure 5).

Given its unlimited signal power, the sink node can directly
deliver its message to any sensor nodes across the network.
Conversely, various constraints are involved for packet trans-
mission from network nodes to the sink. The transmission
range of sample node a is 1.5 times greater than radius r.
Thus, considering the limited transmission range and energy
of the nodes, it is impossible to directly transmit packets
from sensor nodes to distances beyond the transmission range
of each node. Even if possible, packets will be lost due to
the problem of the hidden terminal, meaning that direct data
transmission from a node to the sink is unfeasible. In our
proposed model, the network nodes are divided into different
sectors based on the sink node to facilitate the routing deci-
sions in sensor nodes during transmission of packets to the
sink. Fig 1 provides an example of the importance and neces-
sity of congestion issues in 6LowPan networks. According
to previous research and documentation, it is rarely possible
for researchers to substitute sensor nodes or the Internet of
Things in a proportionate and balanced density environment,
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and almost all applications of these types of networks, nodes
are randomly distributed in the environment with different
distributions, including Poisson, etc. We will prove that the
6Lowpan network will still face the problem of node conges-
tion for those near the base station, even if the nodes are in
the best condition in terms of distribution and alignment in
the environment. In the main issue of this article, the network
nodes are randomly distributed in the network environment,
and certainly, in equation 1, the number of packets passing
through the node a (in figure 1) will be more or less than
this threshold because of the density of the environment is
different. However, to gain a better understanding of the topic
and the significance of traffic management and congestion
control in the nodes close to the sink, the traffic load (Funnel
Effect) is calculated by the following equation: Assuming a
network with the sink node positioned as the center ( x2 ,

y
2 ),

the following relations hold:
Hence, assuming each sensor node uses a mean of x data

units to transmit a report, it can be stated that in a network
consisting of n sectors, a node in sector i is tasked with
transmitting and directing a total of Fi (Funnel Effect) data
units:

Fi = x +
(
2i+ 3
2i+ 1

)
Fi+1, i = 0, . . . .,n,Fn+1 = 0 (1)

Area of sector 1 is 91 = πr2, using which the area for
sector 2 is obtained as 92 = π (2r)2 − 91. By applying the
same procedure to other areas, the general relation for the area
of the 9i the group is expressed by 9i = (2i + 1)πr2. The
ratio of area for sector 1 to sector 2 is calculated as 92

91
= 3.

Therefore, the general relation for this ratio for the (i+1)th

group to the ith group obtained as 9i+1
9i
=

2i+3
2i+1 , indicating

that a sensor node in the ith group on average transmits the
traffic of 2i+3

2i+1 nodes from sector i+1. For example, if each
node requires transmitting x data units for its report, then a
node in sector 3 (Fig. 1) is responsible for sending 9x

7 data
units from nodes in sector 4 in addition to the x data units of its
own, ultimately amounting to a total of 16x

7 . Similarly, a node
in sector 2 must transmit x data units of its own as well as
16x
7 data units from sector 3. Accordingly, the closer a sensor

node to the sink node, the higher its traffic, which is also
known as the funneling effect, as shown in Fig. 2. The blue,
yellow, orange and red nodes are engaged in the transmission
of light or transient traffic, moderate traffic, heavy traffic, and
extremely heavy traffic, respectively.

1) VARIABLE OF THIS PAPER
A list of variables used in the paper is shown in Table 1.

B. QUALITY OF SERVICE-AWARE ROUTING
The primary concern in routing is to select the next proper
hop in the network, given that each link consists of one or
more connections between sensor nodes. The state of each
node depends on various parameters and, therefore, making
an optimal choice appropriate for all situations is a complex
problem. The proposed in this study seeks to select an optimal

FIGURE 2. The funneling effect in a network.

hop to create an appropriate link between nodes to the sink.
The quality of a link has resulted from the combined quality
of its connecting nodes and, additionally, numerous quality-
of-service (QoS) parameters are present in a network.

Based on the studies conducted in the context of this paper,
in discussing the quality of 6LowPan network services, par-
ticularly in the field of communication and routing, we have
encountered various metrics which are mentioned below, and
the reasons for using or not using them are also discussed:

The metrics of effective quality of service in communica-
tions between low-power and wasteful networks and wireless
sensor networks fall into two general categories [45].
• Link metrics:
◦ Throughput: This indicator refers to the average

successful link rate of a link and is one of the key
factors in identifying, controlling, and managing
congestion in the network.

◦ SNR and LQI Indicators: These indices are
included in the physical layer and evaluate the qual-
ity of the link in terms of signal rate, frequency and
voltage. Both of these metrics are used to compute
the hardware communication layer of the node,
from the proposedmethod scope that starts from the
802.15.4 MAC sub-layer to the Application layer
and does not include 802.15.4 Phy computations.

◦ ETX Index: This metric indicates the degree of link
reliability and expected transfer. This parameter is
calculated and evaluated in the MAC 802.15.4 sub-
layer based on the MAC acknowledgment message
in the MAC sub-layer [2].

VOLUME 8, 2020 20633



M. H. Homaei et al.: Enhanced Distributed Congestion Control Method

TABLE 1. List of variables used in the paper.

• Node metrics:
◦ Energy Index: The energy consumption rate of the

node in the network varies due to the random dis-
tribution of network nodes in the environment and
the dependence of the network energy consumption
rate on the distance and amount of node activity in
the exchanges. So if this indicator is ignored in rout-
ing process, there will be an early death of nodes in
the network, which is a bottleneck. For this purpose,
the design of objective functions in the 6LowPan
network energy factor should be considered [45].

◦ Number of steps: The most common indicator in
calculating the path length of a wireless network is
the number of steps to the destination. The main
disadvantage of this indicator is that it finds the
shortest route and offers no guarantees in terms of
route quality.

◦ End-to-end Delay: One of the key criteria in
route construction and objective functions in the
6LowPan network is the node-to-destination delay
criterion.

In this study, we consider the above factors except for RSSI
and LQI as indicators of quality of service regarding the
network nodes connections because they are evaluated in

the physical layer and are outside the scope of this paper.
On the other hand, calculating and considering more indi-
cators and metrics in the proposed algorithm can increase
the algorithmic complexity and become a negative factor in
achieving quality of service. Finally, the energy, traffic, ETX
and delay parameters have been considered directly, and the
step parameter has been considered indirectly.

Therefore, this study used a fuzzy decision system to gen-
erate stable, proper network links. As indicated by single-
hop routing protocols, the source node mainly attempts to
select the best node as the next hop from its accessible neigh-
bors. However, greedy selection based on parameters such
as energy, traffic load, ETX rate, and delay can cause prob-
lems in other QoS parameters. Generally, these factors are
combined as a proper solution to this problem. That is, com-
bining multiple node parameters in a weighting system can
produce better results compared to the greedy method. For
this purpose, a multi-criteria decision system was employed
in the proposed CCFDMmethod in this study to combine and
allocate weight to factors. According to Fig. 3, the parameters
of remaining node energy, traffic rate, ETX rate, and link
delay rate are used as the inputs of the multi-factor fuzzy
decision system.

FIGURE 3. The proposed multi-criteria fuzzy decision system.

In the routing phase of CCFDM, selecting the next hop
for packet transmit via a node depends on the following
parameters:

1) REMAINING ENERGY (FIRST INPUT OF THE
FUZZY DECISION)
The energy consumption model of the study is based on
the work of [46] in which an energy consumption model is
proposed for sensor nodes under different modes, including
the processor, radiofrequency, and the sensors. The processor
parameter is in charge of controlling the node, communica-
tion protocol, and data processing. Microprocessors usually
support three operating modes (sleep, idle, and execution).
As shown in Eq 2, the energy consumed by the proces-
sor (Ecpu) comprises the steady-state energy consumption
Ecpu−state and the operation mode change Ecpu−change energy
consumption.

Ecpu = Ecpu−state + Ecpu−change (2)

In a node, the communication parameter consists of the
baseband and the radio frequency and is responsible for
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receiving and transmitting node data. The transmitter/receiver
normally has six modes: Tx or transmission, Rx or reception,
OFF, idle, sleep, and CCA/ED or booting up. The energy
consumption of the transmitter/receiver (Etrans) is equal to
the sum of steady-state energy consumption of the processor
(Etrans−state) and the energy required for its state change
(Etrans−change). The parameter Etrans−state is given by:

Etrans−state = ETX + ERX + EIdle + Esleep + ECCA (3)

The parameter Etrans−change is calculated from:

Etrans−transition =
n∑
j=1

Ntrans−change(j)etrans−change(j) (4)

where j (j = 1, 2, . . . , n) is the type of state change, n is
the number of state changes, Ntrans−change(j) is the frequency
of type j state change, and Etrans−change(j) is the energy con-
sumption during a single state change of type j. The sensor
component consists of the sensors and the digital-to-analog
convertor tasked with collecting data and digital conversions.
The energy consumption of the sensor component is the result
of multiple operations, including signal sampling, analog-
to-digital signal conversion, and signal modulation. In [46],
it was assumed that the sensor component works periodically
and the sensors open and close periodically, corresponding
to the ‘‘on’’ and ‘‘off’’ modes, respectively. Assuming a
constant energy consumption for open and close operations,
the energy consumption of sensor Esensor is given by:

Esensor = Eon−off + Eoff−on + Esensor−run
= N (eon−off + eoff−on + VsIsTs) (5)

where eon−off and eoff−on denote the energy used in a sin-
gle sensor switch-off and switch-on, respectively. Moreover,
Esensor−run is the energy consumption of the sensing opera-
tion, V s and Is are the operating voltage and current of the
sensors, respectively, T s is the time period of the sensing
operation, and N is the number of switch-on and switch-off
operations.

Based on the conventional fuzzy system, a triangularmodel
wherein each crisp input parameter corresponds to two rel-
ative fuzzy outputs. In Fig. 4, the input parameters of each
node at the network, which may lie in two of the five exist-
ing levels, namely very low, low, medium, high, and very
high.

FIGURE 4. Fuzzy diagram of the inputs at different levels.

2) TRAFFIC LOAD (SECOND INPUT OF THE
FUZZY DECISION)
In the point-to-point (P2P) communication traffic model,
packet loss in the network occurs on the node level and
communication link level. The constraints of the communi-
cation channel of a wireless medium and those of the node
influence each other. This study assumes the environmental
and communication signal noises to be negligible. Hence,
since the limitation of network nodes are queue size, buffer,
reception rate, storage, and processing [47], the second input
of the fuzzy decisionmodel is considered to be the traffic load
of the candidate node. The higher the traffic load, the stronger
the chances of collision in the node. As such, this parameter
attempts to prioritize the candidate node with less traffic load
in order to reduce collision. This paper defines the traffic load
of the candidate node as the combination of neighbors’ local
load and packet traffic load:

ndτj =
1

(D̄τj × N̄j)
α (6)

where D̄
τ
j is the inverse of the local load of the neighbors,

indicating the mean Euclidian distance of the neighbors from
Node j within the time interval τ , and N̄ j is the inverse of
the traffic load or packet congestion, indicating the mean
total data packets received from the neighbors within time
interval τ . The node traffic load is considerably smaller than
the delivery ratio and packet progress and is dominated by
them in Eq. (7), for the prevention of which the exponent α is
used. The appropriate value for α was obtained as 0.005 after
numerous simulations. In what follows, the measurement
procedure for D̄

τ
j and N̄ j is described:

D̄τj =
n∑

k=1

D̄τjk (7)

D̄τjk =

∑τ
q=1Djkq
τ

(8)

where n is the number of neighbors around node j, and D̄jk
is the mean Euclidian distance between node j and its neigh-
boring node k within the time interval τ . Because the beacon
messages are transmitted periodically Djkq is the Euclidian
distance between node j and its neighboring node k for each
beacon message. In fact, this parameter is the inverse of the
local load of the neighboring nodes. The higher the total
distance of a node from its neighbors, the lower the traffic
load of the neighbors and the lower the congestion around
the node in question. The node with a lower traffic load
also has a smaller channel access time. Moreover, increasing
the distance between a node and its neighbors reduces the
packet collision region for the node, consequently reducing
its collision probability.

N̄ τj =

∑n
k=1 count

τ
j,k

n
(9)

In this equation, countτj,k is the data packet count that node j
has received from its kth neighbor within the time interval τ .
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Reduction in N̄
τ
j indicates increased collision and congestion

in node j.

3) LINK ETX RATE (THIRD INPUT OF THE FUZZY DECISION)
Another metric influencing the communication QoS of LLNs
is linked to ETX [48], [49]. This parameter selects the link
with the least expected transmission count for reaching the
destination. It aims to find the linkwith a high packet through-
put. Link ETX consists of the number of data transmissions
required for transmitting a packet via the link, which also
includes re-transmissions. The total ETX of a route is the sum
of the ETX of its links. For instance, the ETX of a route with
three ideal hops is 3 while this value is 2 for a single-hop route
with 50% throughput. The ETX of a link is calculated from its
transmission and reception rates. The delivery forward (df )
ratio of a transmitted packet is the probability of a data packet
successfully reaching its destination. The delivery reverse
(dr) ratio is the probability of the ACK packet successfully
received by the node sending the packet. The probability of
an acknowledged successful transmission is then calculated
by df × dr . The transmitter re-transmits a packet if the
packet sent in the previous time period is not successfully
acknowledged (no ACK message for successful delivery is
received). Since each attempt in sending a packet can be
assumed as a Bernoulli distribution, the number of expected
transmissions is:

ETX =
1

df × dr
(10)

The ETX factor is designed for protocols that send the ACK
at the link layer. Therefore, to prevent re-transmissions, both
directions of a link must function correctly. Note that ETX
is, in fact, the mathematical expectation for the required
transmissions (including re-transmissions) for delivering a
packet. Accordingly, using ETX can give an estimate of the
link loss ratio:

ETX l =
1

(1− df )× (1− dr )
(11)

where ETX estimates the link loss ratio in each direction.
If the link is asymmetric or unidirectional, then dr = 0.

4) NODE DELAY RATE (FOURTH INPUT OF THE
FUZZY DECISION)
The delay estimation model in classic IoT networks and
WSNs consists of [50], [51]:
Link Delay: Link delay in network nodes consists of the

queuing delay in the access control layer besides the transmit
delay. For n transmitted packets from node i to the parent
node p, this delay is given by:

LinkDelaynip = QueueDelayni + TransmissionDelay
n
ip (12)

• Queue delay: The time between a packet’s entry to the
MAC layer queue and its removal is the queue delay.
It also includes the transmit delay caused by the time
required for successful packet delivery with an ACK
notification from the receiver.

• Process delay: The processing task varies in network
nodes depending on the hardware and software type.
For instance, in a node, the packet is generated by the
function layer and sent to the network layer for delivery
to the MAC sub-layer. In a packet delivery forwarding
node, after the reception, the packet is sent to the MAC
layer and then the network layer. At the sink node, after
receiving the packet, the data is given to the network
from the MAC layer and then delivered to the function
layer. As an example, for the node i generating packet n,
the following delays occur:

GenProcDelayni = DelayL5L3ni + DelayL3L2in (13)

• The forwarding delay: see (13).

FwdProcDelayni = DelayL2L3_FWDni + DelayL3L2ni (14)

The key feature of the HOPbyHOP routing method is its suc-
cessful performance under high traffic. For instance, regard-
ing the traffic entering the network in a crowded environment,
even if the data generation rate at the leaf nodes of the network
graph is one packet per 10 minutes, the traffic rate generated
in the nodes close to the sink increases to one packet per
0.5 seconds. Therefore, the delay parameter is considered as
an appropriate candidate in the fuzzy decision system.

C. METRIC WEIGHTS
The principal rule in classic WSNs and LLNs is that each
node according to its position in the network graph has a
different weight. Thus, the energy of the nodes close to the
base station or the sink should be optimally maintained not
to jeopardize the connection between other network nodes
and the sink. Further, considering the lack of node access
to geographic data or other network map information, it is
rather impossible to allocate weights to every single node.
Otherwise, a high computation overhead is imposed along
with the need for very large routing tables (which runs counter
to the nature of LLNs). Hence, this study proposes a division
in the form of the annulus to classify each node in a specific
group. Theweight of each fuzzy inputmetric varies according
to the node position and in which sector the node is located.
As expected and as noted in Figure 2 (funnel effect), the
position of each node in the network due to the distance
and number of steps to the Sink node can face challenges
in achieving quality of service. These challenges including
early energy discharge increased traffic throughput, increased
fill and drop rate of node buffers and increased delay, and
high rate of packet loss in the network, all of which occur
when the node is close to the Sink and the traffic is very
high. Therefore, we had to consider a balance between the
parameters of the decision system in order for justice to be
implemented among the nodes of the network. For example,
the sensitivity of the network nodes to the remaining energy
parameter near the sink and away from the sink would have
to be different. Otherwise the network would face premature
death of the traffic node. Therefore, the following experi-
ments were performed and the simulations were evaluated:
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TABLE 2. The optimum weight of parameters in each sector.

• The weight of each parameter in the decision system is
considered the same as any distance from the sink.

• Theweight of each parameter is varying according to the
calculations made (for example in the node located near
the sink, the energy criterion will be of higher weight
and importance than the node is located further away
from the sink). For other parameters, depending on the
distance from the sink, some of which are of higher or
lower importance.

After several rounds of simulation, evaluation, and calcula-
tion of variance of the results, we concluded that the optimal
rate of desired metric weights resulted in the following tables.
This weight optimization results the improvement in all the
tests performed in Section IV of this article. Finally, after
inputting the numbers in the Excel sheet, we have obtained
approximate functions and regressions with a high accuracy
of 97% as shown in Figure 5. Parameter R is the estimated
rate of term Y in each equation with actual data. That is,
for energy, traffic load, ETX rate, and delay, each sector has
a different optimum weight depending on the Y term for
node a. For each node, the coefficients for energy, traffic load,
ETX rate, and delay are acquired in order for the fuzzy weight
of the node to correspond to its network position. In table 2we
have shown the optimumweight of parameters in each sector.

D. OVERALL WEIGHT OF A NODE
In the proposed decision system, one of the criteria is the min-
imum number of hops between the source and the network
sink. This number is assumed constant due to the stationary
attribute of the CCFDM network. In the proposed method,
the sink node divides the network area to specific concentric
sectors based on the CCFDM. The distance between each
sector and the next is referred to as a hop. For instance,
in Fig. 1, the sink is at the center of the network, and sectors
are shaped like circles. Clearly, depending on the sink posi-
tion in a network, each sector has a different number of nodes.
The nodes in sectors farther from the sink normally have
a higher fuzzy weight due to lower usage. Hence, they can
attract network traffic considering in proportion to their value,
which is considered as one of the challenges in weight-based
routing. Since the packet is exchanged among the nodes

FIGURE 5. Fuzzy diagram of allocation of weight to parameters of the
decision system in each sector.

with a high allocated weight in the fuzzy decision system,
the packets are expected to flow at the network edges. The
relative weights of indicators are multiplied by the matrix of
relative weights for the candidates (based on each indicator)
and the sum of the four parameters in each sector and for each
node is calculated as follows:

U (i = 1 . . ..n) =
n∑
i=1

(Parami × wi) (15)

Distinguishing the rules as shown in Table 3, a total of 16 rules
is obtained for the four input parameters.

The above rules are in the form of IF-Then rules wherein
the relationship between fuzzy input and the output variables
is described by the linguistic variables of each along with

VOLUME 8, 2020 20637



M. H. Homaei et al.: Enhanced Distributed Congestion Control Method

TABLE 3. Each fuzzy rule and the unique respective ci coefficient.

the fuzzy sets and the fuzzy operators.According to the stan-
dard fuzzy membership function, the value of each node in
the fuzzy decision system can be obtained as:

C (n) =

∑n
i=1Ui × ci∑n

i=1Ui
(16)

Ultimately, to calculate the overall node weight in each
sector, after performing the calculations for the fuzzy
decision-making system for the four metrics, the fuzzy value
of node n is combined with the inverse of sector value
1/
Sectorn. It increases the tendency or attraction of the packet

towards the sink. The V(n) function determines the final
node value at the next hop. The output of the fuzzy model
(node value or C(n)) is given by:

V (n) = C (n)+ (
1

Sectorn
) (17)

The V (n) value is periodically broadcasted to the neighbors
of network nodes to update their neighborhood tables.

The computations for the fuzzy decision system are
according to Fig. 6 and lead to selecting the best available
node. Clearly, the most valuable node in the single-hop neigh-
borhood of the node has the most appropriate state consid-
ering the total parameters of remaining energy, traffic load,
ETX rate, and delay rate.

E. CONGESTION DETECTION AND CONTROL VIA THE
BACK-PRESSURE METHOD
Literature studies suggest that congestion occurs when the
buffer or queue of the intermediary nodes reaches its full
capacity. In classic IoT networks and LLNs, congestion con-
trol is generally conducted in two ways: the use of preventive
algorithms (congestion prevention), or the use of congestion
regulation algorithms after congestion detection. Congestion

FIGURE 6. Pseudo-code of the multi-criteria fuzzy decision algorithm.

detection may be applied to the source or intermediary nodes.
However, congestion control is performed by reducing the
transmission rate at source nodes. In the present study, the
queue state indicator is used to detect congestion. In a sensor
node, the node queue rate for buffering, processing, and
packet transmission are known, constant value. Hence, if the
queued input and output rates do not match, the node buffer
overflows. For instance, in the proposed network, each node
is assumed to have a buffer capacity of 20 messages. This
queue capacity for network nodes is then divided into two
equal parts to be able to assign a different significance to
each. Since the number of packets in a node queue indicates
its traffic load in the network, the packets in the second half
of the node queue are more important as they can lead to
congestion. Node queue traffic is given by:

QueueTraffic

=

∑10
i=1queueingPacket(i)+

∑20
i=11 2×queueingPacket (i)

15
(18)
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The output of Eq. (18) gives the node queue state. If larger
than 0.7, the node will probably face congestion. Hence,
to use this relation for congestion probability, the node queue
state should be periodically checked (every second). As such,
the queued input and output rates must be computed so that in
the first hop, the node is notified of the event, and in the next
hop, it can warn neighboring nodes to reduce or regulate the
rate of the traffic transmitted to it. This process is known as
the back-pressure technique, the main advantage of which is
finding low-traffic routes for data transmission. In each data
forwarding, the size of the transmit queue of the neighboring
node and the route traffic is checked so that the route with
the least traffic can be selected. The other competitive edge
of the back-pressure method is the real-time routing decision
of the system and the network nodes, such that the nodes do
not need to store previously-traveled routes and can lead the
packets to the sink according to the current traffic pattern,
consequently reducing time delay. In this method, the node
queue input rate ϕ1t and the node queue output rate µ1t are
compared every second using the following equations:

(
ϕ1t
µ1t

) ≤ 1 (19)

(
ϕ1t
µ1t

) > 1 (20)

In the first mode, the probability of congestion is low, while
that of the second mode is high. In the second mode, the
difference between the packet input and output rates depends
on the queue used as the reference for comparison. If ϕ1t −
µ1t is smaller than the value of the remaining queue slots,
the node will not send a beacon. However, if this difference is
larger, the node transmits a beacon to its single-hop neighbors
in order to reduce its traffic attraction from the said neighbors
to 50% of the previous attraction. If the node again reaches
congestion and a high probability of queue buffer overflow,
it sends a beacon to the neighbors and requires them to reduce
the probability of its election in their decision system by 50%
for the time period τ .

FIGURE 7. An example of broadcasting and updating node participation
probability in routing.

For example, Fig. 7 shows nodes C, D, and E transmitting
data to the sink node via node A. However, this node faces
congestion in its queue and thus sends a backward mes-
sage containing its packet attraction probability (50% of the
standard flow) to all nodes from which it currently receives

packets. If after the time period τ the output of Eq. (20) is still
less than ϕ1t − µ1t , then the node will face congestion in
the near future. Thus, node A transmits the P′A = 70%(PA)
beacon to nodes C, D, and E. Each node stores and updates
the value of the fuzzy decision systems of its neighbors in
its neighbor list. Clearly, after receiving the beacon message,
the updated probability of node B in nodes C, D, and E is
multiplied by 0.7 so that node Awill have a lower probability
of selection among its neighbors within the period τ .
The parent-change mechanism in the proposed CCFDM

is as follows: the child nodes, with the knowledge about
the routing metric and queue state, separate themselves from
the congested parent node and select a parent with a better
state. Accordingly, due to the sudden migration of network
nodes between parents, the new parent node itself may expe-
rience congestion and traffic load. To prevent this mass effect,
a probability criterion for admission is used for parents:

Probabilistic Forwarder Change=max
{
(κ (Pi))−(P′i)), 0

}
(21)

For example, as shown in Fig. 7, P i is the node weight or
the selection probability of the current node A, and P

′
i is the

probability of selection of node B as the alternative node for
the next hop in the neighborhood list of node E. Parameter
k=0.7 is a positive coefficient, indicating at what probability
the nodes transmitting messages to node A should change the
weight of their decision system with regards to A. In other
words, in the worst-case scenario, node E changes its parent
node with a probability of {(Pi)− (P

′

i)} and, in the best-case
scenario ({κ (Pi)− (P

′

i)}), 30% of the nodes sending packets
to nodeA stop sending traffic, consequently reducing the load
experienced by node A.

IV. SIMULATION
The simulations in this study are implemented on the base
routing protocols in an environment with randomly dis-
tributed sensor nodes and the sink node at the center. The
simulation is conducted in NS2.34, and the results presented
for 10 reruns of the algorithms and variance calculation are
calculated with respect to the test type. To proceed with
the simulation, different parameters have been considered.
A total of 200 homogeneous nodes have been randomly
distributed which include source and sink nodes. The region
of the distribution is a square of the size 1000×1000m having
one sink centered inside the area of distribution. The commu-
nication radius of each node is 120mwhich is called an active
coverage area of each sensor node. When constant bit rate
traffic and burst traffic are concerned, the transmission rate
will be 250 kbps. The channel congestion window size varies
from 1 to 63. 10 data packets, each of the size 50 Bytes, Can
be in the queue which indicates the buffer size.What has been
used as the standard at the MAC and physical layers is IEEE
802.15.4 standard. The traffic information collected from the
neighbors of each node is preserved retained periodically by
the node using the Fuzzy Decision system and the proposed
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TABLE 4. Simulation parameters.

algorithm is applied to send (forward) the packets to the sink
using the optimal paths.

A. AVERAGE NETWORK LIFETIME TEST
This parameter is used to evaluate the lifetime of the proposed
protocol with respect to its counterparts in order to select
an efficient route and congestion control in the network.
Smart application and proper use of the fuzzy decision sys-
tem and factoring in the effective parameters balances the
energy consumption by network nodes. As a result, the topol-
ogy of the network nodes is more stable compared to other
methods, allowing appropriate network links to lose energy
over a longer period. One of the solutions for calculation
of average network lifetime is the criterion of the first node
death. The longer it takes for the first node to die, the higher
the efficiency of the solution in balancing and resolving the
problem of energy consumption bottleneck (hotspot). The
first node death and average network lifetime (ALTN) are
defined as [52]:

ALTN =

∑N−m
i=1 ti + (m× T )

N
(22)

where t i is the death time of the ith node, N is the total
number of network nodes, m is the number of alive nodes
at the end of the simulation, and T is the predefined network
lifetime. Figure 8 shows that compared to other approaches,
the first node death takes longer to occur in the pro-
posed CCFDM protocol at the packet inter-arrival time of
λ = 0.2 ∼ 0.8 per second.

By maintaining a balance in selecting the next hop with
respect to the other network nodes, the slope of energy con-
sumption is further reduced at energy hotspots. In normal
routing, mostly the routing parameters are used for selection
of the next hop, which cannot alone guarantee to preserve the
network links. Hence, in the proposedmethod, the parameters
of remaining energy, traffic load, ETX rate, node delay, and
packet attraction (min hops) were used to intelligently select
the node with the minimum remaining energy at each sector.

FIGURE 8. Diagram of first node death time.

FIGURE 9. Diagram of average network lifetime.

Accordingly, the first node death time in the proposedmethod
takes longer to occur compared to the other protocols. Since
the primary factor of calculating network lifetime is the first
node death time, the average lifetime of network nodes is
considerably higher for the proposed method compared to the
other methods, as shown in Fig. 9.

B. PACKET DELIVERY RATIO TEST
This parameter is used to evaluate the number of packets
transmitted from the source node and soundly received at
the destination. Avoiding congested routes can increase the
packet delivery ratio. In the proposed method, selecting the
proper route before transmission and updating route informa-
tion can increase this ratio. Further, the use of a fuzzy decision
system and activity of nodes participating in the route log-
ically increases the probability of link repair, consequently
making it more likely for the transmitting nodes to reuse
the route selected in the previous cycle. Besides, using link
quality parameters as the keymetrics with a highweight in the
proposed evaluation system leads to the formation of stable
links with aminimum packet loss (Figure 10). Another reason
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FIGURE 10. Diagram of delivery rate for the routing packets.

contributing to the improved results is the consideration of
queue state in the back-pressure method for congestion detec-
tion and control mechanism which has successfully reduced
the packet loss rate (buffer overflow).

The percentage of delivery ratio of data packets in the
network is expressed as follows:

PDR =

∑
Recieved Packets∑
Send Packets

(23)

C. AVERAGE END-TO-END NETWORK DELAY TEST
Figure 11 indicates that the proposed method is more aware
of the link delay and routes as it uses a delay parameter in
its fuzzy decision system and the queue delay rate in the
congestion detection and control phase. Delay-aware route
management and balance facilitate the network traffic, which
both increases the delivery ratio and reduces the average end-
to-end network delay from the source to the sink. Accord-
ingly, generating stable links, maintaining quality links, and
removing low-quality links from the route can eliminate link
delay as much as possible. Since network congestion can
cause interruptions, longer processing and queuing time, and
reduced transmission rate in network nodes, the earlier it
is detected and managed, the lower the end-to-end network
delay rate of packets.

Figure 11 shows a direct relationship between packet inter-
arrival time and end-to-end delay rate, meaning that the
higher the packet inter-arrival time, the higher the end-to-
end delay rate. The proposed protocol outperformed the other
methods in this paper and offered higher efficiency. The fol-
lowing relation gives the average end-to-end network delay:

Avg End to End Delay =

∑
(Arrive Time− Send Time)∑
Number of Arrived Packets

(24)

D. QUEUE EFFICIENCY TEST
When transmitting data packets in a network, data packet
loss can occur due to factors such as noise, signal loss, low
signal-to-noise (SNR) ratio, communication channel traffic,

FIGURE 11. Average end-to-end network delay from the source node to
the sink.

FIGURE 12. The packet loss ratio in the node queue.

and above all, queuing issues and inefficient queue and buffer
management in the network nodes. As such, algorithms more
aware of a node, link, and route QoS can further reduce
the packet loss ratio. As discussed in Section III, where
the congestion control, collision probability calculations,
queue management and state in the proposed method were
explained, although the ETX metric can increase transmis-
sion efficiency and, in a sense, link stability, without the
queue state metric it is not possible to gain the expected
improvements.

Figure 12 shows the test results. As predicted, by reduc-
ing the packet inter-arrival of the network (λ = 0.2 ∼ 0.8)
in 200 nodes, the packet loss ratio in the node queues
increases. According to the variance of 20 reruns of the test,
the CCFDM method managed not to remove almost any
packet for the packet inter-arrival intervals of λ = 0.6 and
λ = 0.6 due to buffer overflow. However, by increasing
the traffic rate, i.e. reducing packet transmission interval to
λ = 0.4, nearly 3% of the total packets are lost in the node
queue buffer.

This value reaches a maximum of 8% for the packet inter-
arrival interval of λ = 0.2, which is still considerably differ-
ent from other compared methods. The HopbyHop method
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was only able to offer similar performance in the low-traffic
test compared to the proposed method but failed to catch up
as the traffic rate increased.

E. JAIN’S FAIRNESS INDEX (JFI) TEST
To calculate JFI for network throughput rate, the throughput
rate was first obtained using Eq. (25) and then the JFI def-
inition in [2], [15] was used for the calculations. In defin-
ing the throughput of 6LowPAN communication networks,
the average successful data delivery rate in a channel is called
the operating power or throughput rate of the network. The
data may be calculated using a logical link or through passing
across the wireless medium of the sensor network. Operating
power is normally measured as bps, packet/s, or packet/time
interval:

Throughput =
Total data transported

Time interval
(25)

System power or total operating power is the total rate of data
delivered to the network base station in a certain time period.
System power can be analyzed mathematically using the
queue theory where the packet load in a time unit is denoted
as the input rate λ, and the packet power in a time unit is
denoted as the output rate µ. In JFI, the objective is to find to
what extent the network fairly utilizes its bandwidth resources
(wireless medium) in time unit when subject to variable traf-
fic. These calculations indicate the extent of utilization of the
network capacity (available bandwidth). Evidently, a higher
traffic rate or input rate λ indicates the lower ability of the
network to utilize its nominal or actual capacity in a time
unit. Equation 26 can be used to calculate the fair allocation
of network resources such as bandwidth. This calculation
is conducted for the sink node [53]. Parameter thi is the
throughput of node i, and n is the number of network nodes
in the JFI equation:

JFI =

[∑n
i=1 thi

]2
n
∑n

i=1 (thi)
2 (26)

F. POWER EFFICIENCY TEST
The last comparison test in this paper addresses the network
power efficiency, that is, the ratio of total network throughput
to total energy consumption. The test attempts to show—
compared to the other methods discussed to what extent the
proposed method has been able to utilize the channel capacity
for data exchange and transmission with respect to energy
consumption. According to [54], network energy efficiency
is given by:

PE =
Throughput

Total energy consumption
=

S
E

(27)

Although network throughput can be optimal under certain
situations, this optimality does not necessarily mean a min-
imum or maximum packet inter-arrival time. That is, there
is a certain threshold for the input traffic and its useful
throughput. According to Fig. 14, the energy efficiency of
the optimum rate of CCFCM for the input traffic rate of

FIGURE 13. Results of JFI test for network throughput.

FIGURE 14. Energy efficiency test results m.

λ = 0.6 is 100 packets perminute. At lower traffic of λ = 0.8,
the network resources are not utilized to their best capacity,
which is also is true for λ = 0.2, where the dense network
traffic reduces the network efficiency and performance.

V. CONCLUSION
The present paper proposed a congestion control solution for
routing in classic IoT protocols based on layering network
regions. This approach uses a fuzzy decision system to pre-
vent, detect, and mitigate congesting. Since allocating equal
weights for network nodes cannot lead to correct decisions
due to their different geographical positions, in the proposed
CCFDM method, a sectoring method was used centered on
the sink node. This method groups the network nodes as
sectors and offers the advantage of dynamic evaluation with
effective network quantities and parameters when facing con-
gestion and data transmission from network nodes to the
sink. Thus, it assigns different significance and weights to
network nodes at different regions to facilitate more accu-
rate decisions for energy-efficient and high-throughput rout-
ing. In the second phase of the CCFDM, the parameters of
remaining energy, traffic load, link ETX, and link delay rate
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were used as the inputs of the fuzzy decision system. The
output of this system is a congestion-aware routing protocol
that can prevent congestion in network nodes and reduce it.
Additionally, the proposed method employed a congestion-
detection method based on the queue state to detect and
manage congestion. Because of the funneling effect in the
network graph, the nodes closer to the sink are more prone
to congestion. To solve this, the back-pressure approach was
used based on the queue state. In other words, the higher
the traffic rate of the node, the lower its probability of data
exchange with its single-hop neighbors. This dynamic system
causes the intermediary nodes to participate in routing on a
per-need basis and according to the QoS criteria. The simu-
lation results indicate that the proposed method offers better
performance considering the network lifetime, packet deliv-
ery rate, end-to-end delay, queue efficiency, JFI, and energy
efficiency compared to its counterpart protocols. For future
works, the authors will attempt to adapt the proposed solution
with the constraints of RPL-based methods to enhance its
performance.
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