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ABSTRACT This paper proposes a data hiding scheme for high quality stego-images in the encrypted images
based on a homomorphic encryption algorithm and matrix embedding method. To achieve the message
embedding in the encryption domain, we first present an image encryption algorithm satisfying additive
homomorphism based on the stream cipher. Then, we offer a matrix embedding method using Golay code,
which has good embedding efficiency. In the proposed scheme, we pre-code the least significant bit (LSB)
vectors of the cover image into the codewords before image encryption, so that we can implement the matrix
embedding in the encrypted image. The experimental results show that the proposed scheme has excellent
security performance. We can get a high quality stego-image after the image decryption and recover the
cover image into a fidelity image while providing considerable payload.

INDEX TERMS Fidelity preserved, homomorphism, matrix embedding, Golay code, data hiding, encrypted
image.

I. INTRODUCTION
Data hiding in images is a scheme which hides a secret
message in a cover image. It can be used to send the secret
message through the cover image or embed important infor-
mation, such as copyright information, authentication infor-
mation, or management information into the cover image.
In the past decade, many data hiding schemes have been
proposed. Schemes [1]–[3] embedded the data in the spatial
domain. Schemes [4]–[6] implemented the data hiding in the
compressed domain.

Recently, a new technology called data hiding in encrypted
image (DHEI) has become an interesting notion in the data
hiding arena. Considering such application, in a cloud stor-
ing and computing system, a user will send the encrypted
images to the cloud server to protect the privacy data. For
data management, this process still requires that the server
can embed the messages, such as copyright information or
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authentication message, in uploaded encrypted image. The
DHEI technology just meets the requirements.

Many data hiding schemes in encrypted images have been
proposed. To summarize the methods of those schemes, there
are two main methods to embed data in a cipher image:
keeping the local redundancy in the encrypted image [7]–[15]
and using the homomorphic evaluation [16]–[20]. The first
method usually uses the stream cipher to encrypt the image.
Schemes [7]–[11] encrypted the images with the stream
cipher, which kept the redundancy of the inter-pixel on nature
images. Scheme [12] divided an encrypted image into blocks
and embedded the secret data by modifying three LSBs of
portion pixels of the encrypted block. Schemes [13]–[15]
used a specific encryption algorithm to keep spatial correc-
tions of the image blocks in the encrypted image, then they
embedded the secret data based on the corrections of the
encrypted image blocks. It is well known that keeping the
redundancy of the encrypted image may affect the security of
the cipher image, such as being attacked by statistical analy-
sis. The secondmethod usually applies a public key to encrypt
the image. Chen et al. [16] transformed a pixel into two
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parts before image encryption and used the two pixels’ LSBs
to carry the secret data. Zhang et al. [17] shrank the image
histogram before encryption and embedded the secret data by
modifying the cipher text values using the homomorphism of
encryption algorithm. Scheme [18] pre-processed the original
image to make the adjacent pixels pairwise odd or even, then
used homomorphism of the encryption algorithm to achieve
the data embedding in the pixel pairwise. Zheng et al. [19]
used the self-blinding property of homomorphic cryptogra-
phy to embed the secret data in the original image through
shifting the pixel values of the cipher image according to the
secret data into different intervals. This method can embed
the secret data in the intervals but does not affect the image
decryption. The homomorphic encryption method can solve
the security problem of the first method. It is very suitable
for the schemes reversing room before encryption. But, as
known, the public key encryption is practically inefficient and
it will lead to the expansion of the image size. Chen et al. [20]
pointed out that it is necessary to construct efficient encryp-
tion algorithm for image encryption suiting for DHEI.

In addition, for different applications, different DHEI
schemes have focused on improving different metrics, such
as high capacity, the reversibility, or the quality of a stego-
image. The quality of a stego-image is the main object
of the applications such as copyright protection and the
image authentication. The method to improve the quality
is to enhance the embedding efficiency. Crandall [21] pre-
sented the matrix embedding to improve the embedding
efficiency for reducing the distortion of the cover image.
Some works [22], [23] have studied this process extensively.
In order to improve the embedding capacity and embedding
efficiency, other matrix embedding methods have been pro-
posed using linear block code [24]–[28]. Filler et al. [24] used
the syndrome-trellis code to complete the data embedding.
Scheme [26] proposed a fast algorithm for finding the coset
leader in Hamming code to decrease the embedding cost.
Yang and Chen [28] presented a low complexity data hiding
scheme in binary images based on RM codes. The big chal-
lenge of the matrix embedding based on linear code is finding
the coset leader. Therefore, it is important to choose a suitable
linear code to construct the matrix embedding, to ensure that
it can find the coset leader fast and have high embedding
efficiency.

This paper focuses on improving the stego-image quality
of the data hiding in encrypted image. Firstly, we present
an image encryption algorithm based on the stream cipher,
which satisfies the additive homomorphism. Then, we give
a fast matrix embedding steganography based on the Golay
code [23, 12, 7], which has high embedding efficiency and
considerable payload. Next, we propose the data hiding
scheme in the encrypted image. In order to use the coding
embedding in the encrypted image, we pre-code to the LSB
vectors of the cover image before encryption. Because of the
homomorphism of the encryption algorithm, we can embed
the secret message into the cover image. Finally, we analyze
the security of the cipher image and the performance of the

proposed scheme. The experiment and the analysis results
show that proposed scheme has excellent security perfor-
mance. We can get a high quality stego-image and preserve
the fidelity of cover image.

The rest of paper is organized as follows. In Section 2,
we present the homomorphism cryptosystem and the matrix
embedding steganography using the Golay code [23, 12, 7].
Section 3 proposes our data hiding scheme. In Section 4,
the experiment and analysis are given. Our scheme is con-
cluded in Section 5.

II. PRELIMINARIES
In this section, we firstly introduce the image encryption
algorithm, which satisfies the additive homomorphism. Then,
we present the matrix embedding steganography using Golay
code [23, 12, 7] and analyze its advantages in embedding
efficiency.

A. HOMOMORPHIC CRYPTOSYSTEM
Homomorphic cryptography allows for operations on a cipher
image, with a result equal to performing directly on the plain
image. This homomorphism can be defined as follow:

Ek (p1 ⊕ p2) = Ek (p1)⊗ Ek (p2), ∀p1, p2 ∈ M , (1)

where M is the plaintext space, Ek () is the encryption
function with encryption key k , ⊕ denotes the operation
in a plaintext domain and ⊗ denotes the operation in the
cipher domain. So, the sender can encrypt the privacy image
by the homomorphic cryptography and the receiver com-
pletes the data management by the homomorphic evalua-
tion. Thus, the homomorphic encryption algorithm is widely
applied to encrypt the image in data hiding scheme, such as
schemes [16]–[19] which have been introduced in section 1.

Stream ciphers are always applied to encrypted image for
its simplicity. But, Khelifi [29] pointed out the weakness of
the cipher image encrypted by the stream cipher. Because of
the redundancy of the inter-pixel on natural images, it can
reveal the visual content of the encrypted images by estimat-
ing the encrypted key. It also points out that one of the meth-
ods to overcome the weakness is to permute pixels before
encryption.

Here, we present an image cryptograph algorithm based
on the stream cipher and the matrix scrambling. It can verify
that the encryption algorithm satisfies the additive homomor-
phism. The detailed encryption process contains the follow-
ing four steps.
step 1 (Initialization): Divide the image into

non-overlapping block with a 1 × n size. Choose a matrix
A sized n × n as a scrambling matrix, which is invertible in
module 256, i.e. gcd(|A|, 256) = 1.
Step 2 (Key Generation): Use the key generator of the

stream cipher with the seed key key to produce a key stream,
and divide it into groups denoted asK = (ek1, ek2, · · · , ekL),
where eki = (ki,1, ki,2, · · · , ki,n)T , ki,j ∈ Z256, i =
1, 2, · · · ,L, j = 1, 2, · · · , n and L denotes cycle of the key
stream.
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Step 3 (Encryption): For each block, get the grayscale
values vector pi = (pi,1, pi,2, · · · , pi,n)T , and get the block
encryption key eki = (ki,1, ki,2, · · · , ki,n)T from K . The
cipher block of the pi is denoted as ci = (ci,1, ci,2, · · · , ci,n)T .
The encryption computing is defined as follows:

ci ≡ A · pi + eki(mod256). (2)

The encryption process is denoted as c = Eek (p).
Step 4: Decryption: When receiving the cipher text ci =

(ci,1, ci,2, · · · , ci,n)T , it can obtain the plain text as follow.

pi ≡ A−1 · (ci − eki)(mod256). (3)

The decryption process is denoted as p = Dek (c).
It can verify that there is additional homomorphic

operation as follows:

Eeki (pi)+ Eekj (pj) ≡ A · pi + eki + (A · pj + ekj)(mod256)

≡ A · (pi + pj)+ (eki + ekj)(mod256)

≡ (A · pi + eki)+ (A · pj + ekj)(mod256)

= Eeki+ekj (pi + pj).

That is

Eeki (pi)+ Eekj (pj) = Eeki+ekj (pi + pj). (4)

The security of the proposed image encryption algorithm is
based on the security of the encryption key K . We use the
key generator of the stander stream cipher to guarantee the
security of the encryption key.

B. MATRIX EMBEDDING
Two important factors to evaluate an image steganography are
the embedding rate (ER) and the embedding efficiency (EE).
Assume that lcp pixels of the cover image carry the lm bits
data by adjusting lcb bits pixel values. Then, EE and ER are
defined as

EE = lm/lcb, (5)

ER = lm/lcp. (6)

In the image steganography based on [n, k] linear code, n
pixels of cover image carry (n − k) bits data. Thus, EE and
ER of steganography based on [n, k] linear code are

EE = (n− k)/aw, (7)

ER = (n− k)/n. (8)

Here aw denotes the average weight of all the coset leaders.
We will present a matrix embedding scheme using the

Golay code [23, 12, 7]. For the Golay code [23, 12, 7],
the length of the message is 12, the length of the codewords
is 23, and the minimum hamming distance of codewords is 7.
The error correcting capacity is 3. The generation matrix of
the Golay code [23, 12, 7] is denoted by G,

G = (I12,P) , (9)

and the parity check matrix H is

H =
(
PT , I11

)
. (10)

Algorithm 1 Coset leaders finding algorithm
Input: parity check matrix H , a codeword x =

(x1, · · · , x23)
Output: the cosets table of map between syndromes and
coset leaders: Tab.
1: for i = 1 to 23
2: cl ← (0, · · · , 0, 1(i), 0, · · · , 0)23
3: y← x ⊕ cl
4: syn← H · yT

5: Tab(syn)← cl
6: end
7: for i = 1 to 22
8: for j = i+ 1 to 23
9: cl ← (0, · · · 1(i), 0, · · · , 0, 1(j), 0, · · · , 0)23
10: y← x ⊕ cl
11: syn← H · yT

12: Tab(syn)← cl
13: end
14: end
15: for i = 1 to 21
16: for j = i+ 1 to 22
17: for k = j+ 1 to 23
18: cl ← (0, · · · 0, 1(i), 0, · · · 0, , 1(j), 0, · · · 0, 1(k),
0, · · · , 0)23
19: y← x ⊕ cl
20: syn← H · yT

21: Tab(syn)← cl
22: end
23: end
24: end

where It denotes the t-dimensional eye matrix and

P =



0 1 1 1
1 1 1 0
1 1 0 1
1 0 1 1

1 1 1 1
1 1 1 0
1 1 0 0
1 0 0 0

1 1 1
0 0 1
0 1 0
1 0 1

1 1 1 1
1 1 1 0
1 1 0 0
1 0 0 0

0 0 0 1
0 0 1 0
0 1 0 1
1 0 1 1

0 1 1
1 1 0
1 0 1
0 1 1

1 0 0 1
1 0 1 0
1 1 0 1
1 0 1 1

0 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1

1 1 1
1 1 0
1 0 0
0 0 0



.

The first work is to find the coset leaders of all the syn-
dromes. Because Golay code [23, 12, 7] is a perfect code,
the elements of the coset whose weights are no more than
3 are all the coset leaders. We can obtain the cosets of Golay
code [23, 12, 7] by Algorithm 1. In Algorithm 1, the vector
(0, · · · , 1(i), · · · , 0) denotes that the i-th element is 1 and all
the remaining elements are 0. The length of the syndrome
table is 2048, we only show partial contents of the coset table
in Table 1.
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TABLE 1. Partial coset leader of the Golay code [23, 12, 7].

Then, the embedding process is shown as follows, where
Fn2 denotes the finite field of order 2 and length n.
Step 1: Take 23 pixels in the cover image as a block and

get their LSBs. Denote them as the vector x,where xT ∈ F23
2 .

Step 2: Get 11 bits secret data m and compute the syn-
drome, syn = H · x + m, where mT , synT ∈ F11

2 .
Step 3: Get the coset leader whose syndrome is syn from

the coset leader table Tab, and denote it as, cl = Tab(syn),
where clT ∈ F23

2 .
Step 4: Compute the stego LSB vector, y = x + cl, and

modify the LSBs of the corresponding pixels according to y.
Step 5: Repeat the above four steps until embedding all the

secret messages into the cover image.
The receiver can extract the secret message by computing:

m = Hy, since,
H · y+ m = H · (x + cl)+ m

= (H · x + m)+ H · (cl)

= (0, · · · , 0)11.

That is Hy = m.
Here, we give an example to show the embedding process.

Given the cover LSB vector,

x = (1 1 0 1 1 0 1 0 0 0 1 0 1 1 1 0 1 0 0 1 1 0 0)T ,

and the secret data, m = (1 0 1 0 1 1 1 1 1 0)T , then,

syn = H · x + m = (1 0 0 0 0 0 0 0 0 11)T .

The coset leader of syndrome (1 0 0 0 0 0 0 0 0 1 1)T is:

cl = (0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1)T .

Then, the stego-vector is

y = x + cl = (1 1 0 1 1 0 1 0 0 0 1 0 0 1 1 0 1 0 0 1 1 1 1)T .

The receiver extracts the secret data through computing

m = H · y = (1 0 1 0 1 1 1 1 1 0)T .

Here, we compare the embedding ratio and embedding
efficiency of the matrix embedding schemes based on differ-
ent codes. According to (7) and (8), the ER and EE can be

TABLE 2. Comparing results of ER and EE using different codes.

evaluated with the parameter of the code. Scheme [26] based
on [7,4] Hamming code embed 3 bits secret data in each 7 pix-
els by modifying 1 bit LSB, so ER = 0.43. The RM(2,5) code
in scheme [28] is equal to [32, 16, 8] linear code, so ER =
0.5. The proposed scheme based on the Golay code carries
11bits secret data in each 23 pixels, so the embedding ratio is
0.48. The detail comparing results shown in Table 2. From the
comparing results, we know that the matrix embedding using
the Golay code [23, 12, 7] can achieve a higher embedding
efficiency with proper embedding capacity comparing with
other schemes.

III. PROPOSED SCHEME
In this section, we will describe our data hiding scheme
based on the image encryption algorithm and matrix embed-
ding presented above. The frame of our scheme is shown
in Figure 1. In the pre-encoding process, the image owner O
modifies the LSBs of pixels, which corrects the LSBs vectors
of each block to be codewords of a linear code. Then, O
encrypts the fidelity image obtained after the pre-encoding
is complete. The data hider H embeds the secret message
by the matrix embedding method into the encrypted image.
After obtaining the marked encrypted image, the receiver R
decrypts it. Then, R extracts the secret data and recovers the
fidelity image by decoding. The details of each phase are
described as follows.

A. IMAGE PRE-CODING
In the data embedding process based on matrix embedding,
the syndrome of cover vectors must be computed, but it is
impossible in the encrypted image. To solve the problem,
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FIGURE 1. The framework of the proposed scheme.

FIGURE 2. Example of the pre-coding.

we first correct the cover LSB vectors into codewords of
Golay code before encryption, which is called pre-coding.

In the pre-coding process, the image owner O divides the
M × N size original image I into blocks with the size of
1 × 23. For each block, we apply the Golay code [23, 12, 7]
to pre-process their LSBs. The same with Section 2.1, H
denotes the parity matrix, and Tab is the coset table of the
Golay code [23, 12, 7]. The pre-coding process of a block
p = (p1, p2, · · · , p23) is described as follows.
Step 1: Get the LSBs of their grayscale values and denote

them as the vector x = (x1, x2, · · · , x23)T , where x ∈ F23
2 .

Step 2: Compute the syndrome of vector x by: syn = H ·
x,where syn ∈ F11

2 .
Step 3: Get the coset leader cl, whose syndrome is syn from

the coset table, that is cl = Tab(syn), cl ∈ F23
2 .

Step 4: Compute the new pixel values

p′i =

{
pi, cl(i) = 0
2 bpi/2c + (xi ⊕ cli), cl(i) = 1, 1 ≤ i ≤ 23.

Here, the new LSB vector is denoted as x ′, then

x ′ = x + clT , (x ′)T ∈ F23
2 .

We get the new image IF when all the blocks have been
processed. Because the correct capacity of the Golay code
[23, 12, 7] is 3, at most 3 pixels’ LSBs are modified in each
block. Thus, the pre-coding is a process with low distortion
to the original image. That is, we can obtain a fidelity image
when all the blocks have been processed. After completing

the pre-coding, the LSB vectors of each block in the fidelity
image are codewords of the Golay code, that is H · x ′ =
(0 · · · 0)T11. Figure 2 shows an example of the pre-coding with
a sized 5× 5 image.

B. I MAGE ENCRYPTION
After the pre-coding, the image owner encrypts the
fidelity image using the encryption algorithm presented in
Section 2.1. The image owner chooses the scrambling matrix
A (the size is 23× 23 and gcd(|A|, 256) = 1), and generates
the encryption key K = (ek1, ek2, · · · , ekL) using the stan-
dard steam key generator with the seed key, which is shared
with the receiver. The encryption process is shown as follows.
Step 1: Divide the fidelity image IF into blocks with a size

of 1× 23.
Step 2:Encrypt the image block by block. For the i-th block

pi (1 ≤ i ≤ bM · N/23c), get the grayscale values vector pi =
(pi,1, pi,2, · · · , pi,23)T , obtain the group encryption key eki =
(k23(i−1)+1, k23(i−1)+2, · · · , k23i)T from K , and compute:

ci ≡ A · pi + eki(mod256). (11)

Then, ci = (ci,1, ci,2, · · · , ci,23)T is the encryption result.
If the size of the last block is less than 23, we cut the sizes

of matrix A and encryption key ek to suit it. When all the
blocks have been encrypted, we obtain the encrypted image
IC and send it toH . The purpose of using the matrix operation
is to destroy the correlation in the inter-pixel in the encrypted
image. So, the matrix A is a public parameter.
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FIGURE 3. Example of the encryption and embedding process.

C. DATA EMBEDDING
When receiving the encrypted image IC , the data hider
embeds the secret data into the encrypted image using the
matrix embedding based on the Golay code [23, 12, 7].
Assume the secret data m = (m1,m2, · · · ,mt ), where mi ∈
{0, 1}11, 1 ≤ i ≤ t , t ≤ bM · N/23c. The data embedding
processing contains the four steps as follows.
Step 1: Divide the encrypted image IC into blocks with a

size of 1× 23. The secret message mi will be embedded into
the i-th cipher block, 1 ≤ i ≤ t .
Step 2: For the i-th cipher block, get their grayscale values

and denote them as the vector ci = (ci,1, ci,2, · · · , ci,23)T .
Take the secret data mi as the syndrome and get the corre-
sponding coset lead cli from the coset table. That is, cli =
Tab(mi).
Step 3: Compute the new i-th cipher group:

c′i ≡ ci + A · (cli)T (mod256). (12)

Step 4: Repeat Steps 2-3 until all the secret messages are
embedded into the cipher image. Lastly,H obtains themarked
encrypted image I ′C .

We operate the data hiding processing in the cipher in
Step 3, according to the additive homomorphism (4). The
corresponding result of (10) in the plain image is:

p′i ≡ pi + (cli)T (mod256). (13)

Figure 3 shows an example of the image encryption, and the
data embedding continues from Figure 2.

D. IMAGE DECRYPTION
When receiving I ′C , R generates the encryption key stream
K = (ek1, ek2, · · · , ekL), and decrypts the image as follows.
Step 1:Divide the fidelity image I ′C into blocks with length

of 23 pixels.
Step 2: Decrypt the image block by block. For

the i-th block, get the grayscale values vector ci =
(ci,1, ci,2 · · · , ci,23)T , obtain the block decryption key eki
from K , and compute

p′i ≡ A−1 · (c′i − eki)(mod256). (14)

Then, p′i = (p′i,1, p
′

i,2, · · · , p
′

i,23)
T is the decryption result of

ci = (ci,1, ci,2, · · · , ci,23)T . Here,

p′i ≡ A−1 · (c′i − eki)

≡ A−1 · (A · pi + eki − eki)+ (cli)T

≡ pi + (cli)T (mod256).

This means that we can obtain a stego-image IS after direct
decryption.

E. DATA EXTRACTION AND IMAGE RECOVERY
After the decryption, the receiver can extract the secret data,
and then recover the stego-image to the fidelity image. The
process of extraction and recovery are operated as follows.
Step 1: Divide the stego-image IS into blocks with a size

of 1 × 23. The secret data mi will be extracted from the i-th
block, 1 ≤ i ≤ t .
Step 2: For the i-th block, get their grayscale values and

denote them as the vector p′i = (p′i,1, p
′

i,2, · · · , p
′

i,23)
T . Then,

get the LSBs vector yi = (yi,1, yi,2, · · · , yi,23)T .Compute,
mi = H · yi, then mi is the secret data, since

H · yi = H · (x ′i + (cli)T )

= H · xi + H · (cli)T

= mi.

Step 3: Get the coset leader cli whose syndrome is mi, and
recover the fidelity pixels of the i-th group by computing:

pi ≡ p′i − (cli)T (mod256). (15)

Repeat Steps 2-3 until all the secret data are extracted
from the stego-image. Finally, we can extract all the secret
data m = (m1,m2, · · · ,mt ) and recover the stego-image
to the fidelity image IF . Figure 4 shows an example of the
decryption, data extraction and image recovery continued
from Figures 2 and 3.

IV. EXPERIMENT AND ANALYSIS
In this section, we first analyze the security of the cipher
image from the information entropy and the histogram. Then,
we give a performance analysis of the proposed scheme.
Lastly, we compare the proposed scheme with relevant works
on quality of the image.

A. SECURITY ANALYSIS OF CIPHER IMAGE
It is usual to analyze an image encryption algorithm from two
aspects: the key sensitivity and the statistical characteristics
of the cipher image. The encrypted key in the proposed
scheme is generated based on the key generator of the stan-
dard stream cipher. Thus, we can ensure the security of the
key by using a security key generator. So, here we will only
analyze the statistical characteristics of the cipher image by
the information entropy and the histogram.

22350 VOLUME 8, 2020



S. Chen et al.: Fidelity Preserved DHEIs Based on Homomorphism and Matrix Embedding

FIGURE 4. Example of the image decryption, data extraction and image recovery.

TABLE 3. Information entropy analysis.

FIGURE 5. Original images and histogram. (a) Lena; (b) Pepper; (c) Baboon. (d) Wine; (e) histogram of (a); (f) histogram of (b);
(g) histogram of(c). (h) histogram of (d).

The information entropy of the cipher image is a measure-
ment of randomness, and it can be computed by the follow
equation:

IE(I ) = −
∑T

i=1
p(Ii) log2(p(Ii)), (16)

where p(Ii) is the probability of pixel value Ii, and T is the
amount of all pixel values in one image. If I is a random
image, then the theoretical value of IE(I ) is 8. The experiment
results of the test images are shown in Table 3. It can be found
that the information entropies of all the encrypted images and
the marked encrypted image are close to 8. This means that an
attacker is hard to carry out the information entropy attacks
to the cipher image.

The histogram reflects the frequency distribution of the
pixel values. We take Lena, Pepper, Baboon and Wine as

the test images. Figure 5 shows the histograms of the orig-
inal images, and Figure 6 shows the histograms of the
encrypted images. The results show that the corrections of
the inter-pixels are destroyed by the encryption operation.
The histograms of the cipher images are almost uniform.
Thus, the proposed encryption algorithm can resist statistical
attacks.

B. PERFORMANCE ANALYSIS
To evaluate the performance of the proposed scheme, we take
five grayscale images, Lena, Baboon, Pepper, Airplane and
Man, sized 512 × 512, as test images. According to (7),
we know the maximum embedding capacity of proposed
scheme is 0.4783, and it is the same for all images. So,
we focus on the analysis of the visual quality of the
stego-image and recovery image.
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FIGURE 6. Encrypted images and histogram. (a) encrypted Lena; (b) encrypted Pepper; (c) encrypted Baboon; (d) encrypted
Wine; (e) histogram of(a); (f) histogram of(b); (g) histogram of(c); (h) histogram of (d).

FIGURE 7. Lena image in five stages. (a) original image;(b) fidelity image (PSNR=57.1940 dB); (c) marked encrypted image
(payload=0.2bpp); (d) stego-image (PSNR=55.6736 dB); (e) recovery image (PSNR=57.1940 dB).

FIGURE 8. Baboon image in five stages. (a) original image;(b) fidelity image (PSNR=57.1955 dB); (c) marked encrypted image
(payload=0.2bpp); (d) stego-image (PSNR=55.6622 dB); (e) recovery image (PSNR=57.1955 dB).

FIGURE 9. Baboon image in five stages. (a) original image;(b) fidelity image (PSNR=57.2015 dB); (c) marked encrypted image
(payload=0.2bpp). (d) stego-image (PSNR=55.6800 dB). (e) recovery image (PSNR=57.2015 dB).

Figures 7-10 show the test images in five stages in the
proposed scheme. The average PSNR of the pre-coded
images is 57.19 dB, which is the fidelity image of the orig-
inal images. In decryption stage, it obtains the stego-image

by direct decryption. The results show that the average
PSNR value of the stego-images is about 55.67 dB with
a payload of 0.2bpp. Finally, we can recover the fidelity
image.
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FIGURE 10. Baboon image in five stages. (a) original image;(b) fidelity image(PSNR=57.1983); (c) marked encrypted image
(payload=0.2bpp); (d) stego-image (PSNR=55.6832 dB); (e) recovery image (PSNR=57.1983 dB).

FIGURE 11. The PSNR of the directly decrypted image (stego-image).

Figure 11 shows the PSNR values with the increasing
embedding rate. We can observe from the results that the
PSNR values of the stego-images can maintain a high level
with different embedding rates for all the test images. When
the embedding rate reaches the maximum values, the PSNR
of the stego-image is about 54.2dB. To further verify the
PSNR of the proposed scheme, we take 500 images in
BOWS_2 as test images, and the experiment results are
shown in Figure 12. The average PSNRs of the recovery
images and stego-images are 57.21dB and 54.37dB. We can
conclude that the image qualities of stego-images and recov-
ery images of the propose scheme are quite high.

C. COMPARISON ANALYSIS
The advantage of matrix embedding steganography is high
embedding efficiency, which means that we can obtain a
high quality stego-image. We have compared the embedding
efficiency with other relevant matrix embedding steganogra-
phy methods in Section 2.1. Now, we compare it with other
data hiding schemes in encrypted image [15]–[17] on the
PSNR of a directly decrypted image. Li et al. [15] embed-
ded the secret by compressing the LSBs of the encrypted
image, which is also a fidelity preserved scheme. Here,
we choose the parameters T = 30, u = 3 for scheme [15].

Chen et al. [16] and Zhang et al. [17] implemented the
data hiding in the encrypted images based on homomorphic
encryption, and the embedding capacity is closer to the pro-
posed scheme.

Figure 13 shows the comparison results in four test
images sized 512 × 512. The experimental results show
that stego-image quality of is higher than other schemes
in all the four test images. In the case of less payload, all
Chen et al. [16], Zhang et al. [17] and the proposed scheme
have higher stego-image quality. With the increasing of the
payload, the advantage of the proposed scheme become more
and more obvious. Meanwhile, the decline of stego-image
quality with the increasing payload is not significant in the
proposed scheme, but it is yes in the others schemes espe-
cially in Chen et al. [16] and Zhang et al. [17]. When the
payload reaching the maximum, the PSNR of the proposed
scheme is more than 54dB, while the PSNR of other schemes
is less than 42dB. From the experimental results, we can
conclude that the proposed scheme has better embedding
efficiency than other schemes because of using the matrix
embedding method.

Then, we further compare our scheme with Li et al. [15],
in which the recovery image is also a fidelity image, on the
quality of the image and embedding capacity. Table 4 shows
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FIGURE 12. Experiment results in 500 images. (a) PSNR (dB) of recovery image; (b). PSNR (dB) of the directly decrypted images with max
payload.

FIGURE 13. Comparisons of rate-PSNR performance.

the comparison results of our scheme with scheme [15]. From
the experimental results, we can observe that our scheme has

a higher embedding capacity and better visual quality for the
directly decrypted image and recovery image.
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TABLE 4. Comparison results in the embedding capacity, PSNRs of stego-images and recovery images with max payload.

V. CONCLUSION
This paper proposed a fidelity preserving data hiding scheme
in encrypted images. We apply the matrix embedding
steganography using the Golay code [23, 12, 7], which has
a good embedding efficiency and high embedding capacity,
to improve quality of the stego-image. We first corrected
the LSB vectors group of the original image into codewords
of the Golay code [23, 12, 7] before encryption. Then, we
encrypted the image using a homomorphic encryption algo-
rithm based on the stream cipher. Lastly, we embedded the
secret message into the cipher image using the homomorphic
evaluation. The results of the experiment and analysis shows
that our scheme has a good security performance in cipher
image. The receiver can obtain a high quality stego-image
by directly decrypting the cipher image, and recover the
stego-image into a fidelity image after extracting the secret
message.
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