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ABSTRACT In this work, an energy-quality (EQ) scalable and memory-frugal architecture for video feature
extraction is introduced to reduce circuit complexity, power and silicon area. Leveraging on the inherent
resiliency of vision against noise and inaccuracies, the proposed approach introduces properly selected
EQ tuning knobs to reduce the energy of feature extraction at graceful quality degradation. As opposed
to prior art, the proposed architecture enables the adjustment of such knobs, and adapts its cycle-level timing
to reduce the amount of computation per frame at lower quality targets. As further benefit, the approach
adds opportunities for energy reduction via aggressive voltage scaling. The proposed architecture mitigates
the traditionally dominant area/energy of the on-chip memory by reducing the number of pixels stored on
chip, introducing memory access reuse and on-the-fly computation. At the same time, EQ tuning preserves
the ability to conventionally operate at maximum quality, when required by the task or the visual context.
A 0.55 mm2 testchip in 40nm exhibits power down to 82µW at 5fps frame rate (i.e., 33X lower than prior
art), while assuring successful object detection at VGA resolution. To the best of the authors’ knowledge,
this is the first feature extractor with sub-mW operation and sub-mm2 area, making the proposed approach
well suited for tightly power-constrained and low-cost distributed vision systems (e.g., video sensor nodes).

INDEX TERMS Low-power, energy-quality scaling, vision, video processing, feature extraction, Internet
of Things, sensor nodes.

I. INTRODUCTION
Feature extraction is a fundamental task in integrated sys-
tems for vision, and is typically the front-end in computer
vision systems based on machine learning algorithms [1].
Indeed, feature extraction reduces the dimensionality of
compute-intensive vision tasks such as object classifica-
tion, detection and tracking [2], as mandated in always-on
and tightly-constrained computer vision systems [3]
(e.g., real-time vision sensor nodes). In such always-on sys-
tems, recent deep learning frameworks are well known to be
unsuitable, as their power (e.g., tens of mW or more [4])

The associate editor coordinating the review of this manuscript and

approving it for publication was Adnan M. Abu-Mahfouz .

vastly exceeds the power budget of self-powered vision
sensor nodes [5].

Feature extraction accelerators reduce the pixels in a video
frame into a smaller set of interest points (‘‘keypoints’’) with
a description that is affine invariant (invariant against rotation,
translation and scaling). This supports robust visual com-
prehension regardless of the position of individual objects
in the scene [6]. Being always on even when no event is
occurring in the scene, feature extraction dictates the system’s
minimum power consumption in self-powered vision sensor
nodes [3], [7]. Unfortunately, feature extraction accelerators
tend to be area-hungry, due to the high degree of paral-
lelism and the large memory required by real-time oper-
ation [8]–[11]. On the other hand, self-powered low-cost
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vision sensor nodes are required to exhibit very low power
and area due to battery life, form factor and cost require-
ments [3]. Accordingly, vision sensor nodes routinely have
moderate resolutions, which are typically around VGA or
slightly higher [12].

In this paper, an energy-quality (EQ) scalable memory-
frugal architecture for low-power and low-area feature
extraction is proposed for vision sensor nodes. As fun-
damental contribution, the proposed architecture is
EQ scalable [13], [14] in that EQ tuning knobs are prop-
erly selected and inserted to dynamically adjust the bal-
ance between energy and feature extraction performance
(i.e., good keypoint matches across rotated / translated /
rescaled images, as popular metric to compare feature extrac-
tion algorithms [1]). Relying on the resiliency of vision
algorithms against inaccuracies and the proper EQ knob
selection, EQ scaling is shown to reduce power at a marginal
feature extraction quality degradation in the common case
(e.g., marginally lower number of detected keypoints). When
EQ knobs are tuned for lower quality targets, the proposed
architecture adapts its cycle-level timing to reduce the amount
of computation required to complete a frame (i.e., number
of cycles). This offers additional opportunities for aggressive
voltage scaling at a given frame rate, and hence further energy
reduction. At the same time, EQ knob adjustment preserves
the ability to meet the maximum quality when needed. At the
algorithm level, Oriented FAST Rotated BRIEF (ORB) [15]
is adopted to mitigate the large complexity of SIFT (Scale-
Invariant Feature Transform) and SURF (Speeded Up Robust
Features) feature extraction algorithms in prior demonstra-
tions [3], [6], [9], [16], at nearly the same feature extraction
performance. At the architectural level, the energy penalty
associated with the memory is reduced via access reuse, on-
the-fly computation to store minimal number of pixels, and
further simplifications in costly tasks to reduce the memory
size.

This paper is structured as follows. Section II
discusses background and prior art. The proposed archi-
tecture is discussed in Sections III-V. The testchip mea-
surement results and the comparison with the state of
the art are given in Section VI. Conclusions are drawn
in Section VII.

II. BACKGROUND AND PRIOR ART ON FEATURE
EXTRACTION
Video feature extraction invariably comprises three major
steps: keypoint detection, description, and matching as
in Fig. 1. Keypoint detection identifies a set of keypoints that
may be unique to the objects to be detected or tracked, e.g.
edges, corners and blobs [1], [2]. In keypoint description,
keypoints are represented in the form of an affine-invariant
descriptor, so that the same object can be associated with
its many possible visual representations in the scene. Once
keypoints are detected and described, they are used for the
specific vision task at hand, such as image/object detection,
classification and tracking [3], [6], [8]. For example, object

FIGURE 1. Feature extraction steps and subsequent keypoint matching.

classification is performed by matching the object class and
the available set of keypoints, minimizing the distance of the
related descriptors.

The Scale Invariant Feature Transform (SIFT) is a popular
keypoint detector and descriptor [6], [17]. Although it was
proposed more than a decade ago, SIFT remains widely
used because of its good matching performance. However,
its circuit implementations are complex and hence area-
and power-hungry, due to the need for massively parallel
architectures [8], [9] (e.g., tens of mm2, hundreds of mWs,
including keypoint matching). A simplified feature extraction
algorithm is SURF [16], [18]. A circuit demonstration of
SURF was shown to reduce power down to a few mWs
in [3].

As an alternative, the simplest keypoint detectors are
corner detectors. A popular example is the Features from
Accelerated Segment Test (FAST) [19]. A commonly used
descriptor for FAST is the Binary Robust Independent Ele-
mentary Features (BRIEF) [20]. FAST detector and BRIEF
descriptor involve significantly lower computational com-
plexity compared to SIFT and SURF, and have been hence
used for feature extraction at very high speed (e.g., 106fps
with FHD resolution [8]). However, the FAST+BRIEF com-
bination is neither scale nor rotation invariant, which is not
acceptable in vision sensor nodes. Accordingly, the Ori-
ented FAST Rotated BRIEF (ORB) algorithm was proposed
in [15] as a FAST+BRIEF variant that is scale and rotation
invariant.

ORB is based on FAST+BRIEF as in [15], [21], and
adds non-maximal suppression (NMS) to reduce redundant
keypoints and hence complexity, as in the FAST+BRIEF
implementation in [8]. ORB is slightly more complex
than FAST+BRIEF in [8], due to the addition of key-
point ranking to further reduce keypoints via importance-
based selection, and the insertion of orientation/rotation
sub-tasks to make the descriptor rotation-invariant. As well-
known [15], [22], [23], and as confirmed by MATLAB and
OpenCV experiments [24] with the publicly available bench-
mark in [25], ORB performs nearly as well as SIFT and
SURF in terms of matching performance [26] (see example
in Fig. 2).
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FIGURE 2. Example of keypoint matching on ‘‘graffiti’’ image [25]
normalized to SIFT performance (i.e. percentage of keypoints in the
original image that are matched in translated/rotated/scaled images).

III. ENERGY-QUALITY SCALABLE ARCHITECTURE FOR
FEATURE EXTRACTION
The proposed architecture for the ORB-based feature
extraction algorithm is depicted in Fig. 3 [27]. Keypoint
detection is performed in three stages: Detector, NMS and
Ranking. The Detector first identifies corners (see subsec-
tions below), which are then narrowed down to candidate key-
points in NMS, and reduced to actual keypoints in Ranking
(Section IV). The successive keypoint description comprises
of the Orientation and Descriptor (Section V). As will be
discussed in the following section, the proper choice and
insertion of EQ knobs in such fundamental blocks allows
graceful quality degradation and significant energy reduc-
tion at given quality target. Architecturally, adaptation of the

control flow is introduced to maintain correct operation under
EQ knob tuning, while enabling an actual reduction in the
number of cycles per frame when lower energy/quality is
targeted.

A. KEYPOINT DETECTION: DETECTOR STAGE
Based on the ORB algorithm, the Detector block in Fig. 3
detects corners by comparing every pixel (interest point)
with sixteen surrounding pixels placed circularly around it,
as depicted in Fig. 4. Each of the sixteen pixels is preliminar-
ily classified as either dark, light or grey, depending on the
relative intensity of the pixel and the interest point. In ORB,
the fixed thresh parameter defines this classification, as a
pixel is considered dark (light) if its intensity is lower (higher)
than the interest point by at least thresh. An interest point is
a corner if there are at least 12 contiguous dark (light) pixels
in the surrounding circle [15]. The resulting corner measure
of the corner is defined as the sum of the magnitudes of
differences between the surrounding pixels and the interest
point [2], [6].

Conventionally, the thresh parameter is statically set to
the fixed value of 20 in the ORB algorithm [15], whereas
it is adjustable from 20 to 60 in EQSCALE. This enables
EQ scaling at graceful quality degradation. Indeed, a larger
thresh value discards more corners, decreasing the number
of possible keypoints to be processed, execution time, and
hence the overall energy across all blocks in Fig. 3. This
is achieved at the cost of a mild quality degradation (see
quantitative analysis in Section VI). Indeed, the matching
quality between a reference image and its affine transformed
image is marginally degraded, as long as a reasonably large
number of keypoints are common to the two images, during
object recognition or classification.1 In the specific case of

1Feature extraction algorithms are generally conceived to be resilient
against missing keypoints. Indeed, feature extraction must be robust against
the inevitable presence of noise, which in turn corrupts keypoints.

FIGURE 3. Proposed EQSCALE architecture for ORB, detailing feature extraction steps and subsequent keypoint matching.
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FIGURE 4. In keypoint detection, every interest point is compared with
the surrounding 16 pixels, which are placed on a circle with 3-pixel
radius. An interest point is classified as a corner if at least 12 contiguous
surrounding pixels are dark or light.

the thresh knob, the number of generated keypoints at higher
values is inherently reduced without modifying the control
flow, and also reduces the number of cycles in later algorithm
phases (e.g., description).

B. CACHE: MEMORY SIZE REDUCTION
The pixels and the interest points processed by the Detector
stage are provided by the on-chip buffer CACHE memory
in Fig. 1, which stores the incoming pixels. As feature extrac-
tors are generally memory dominated [9], [11], it is crucial to
introduce techniques that reduce theCACHE energy and area.
As a further challenge, the Detector stage turns out to be the
performance (i.e., throughput) bottleneck in a straightforward
implementation, as shown in Fig. 5. This is because most of
other blocks turn out to be stalled most of the time, while
waiting for the Detector outputs. To solve both challenges,
theCACHE organization belowwas introduced to enable data
reuse and Detection parallel operation, so that fewer pixels
need to be kept in CACHE while processing pixels on the fly.

Regarding the CACHE organization, the number of read
accesses was reduced by increasing the CACHE wordlength
to seven 8-bit pixels per access (i.e., 56-bit word), correspond-
ing to an entire row of contiguous pixels in the frame region
fitted by the keypoint circle in Fig. 4. Indeed, the detection of
a keypoint with lower wordlength would require more than
one access per row, thus increasing the energy due to the
repeated contribution of theCACHE decoder energy2, as well
as the added cycles on the remaining blocks. On the other
hand, wordlength larger than seven pixels would consume
more energy per keypoint without improving the throughput,
since pixels exceeding the 7-pixel row width would not be
used for the considered keypoint anyway.

To further reduce the number of read accesses and hence
energy, read data reuse was introduced. In detail, CACHE
stores a patch of the frame, where the oldest pixel is sequen-
tially replaced one at a time, while receiving a new one.
To reduce the CACHE energy, reuse of previous accesses was
introduced by observing that each 7-pixel word contains part
of up to 7 other interest points that are placed at horizontally

2Indeed, compared to individual pixel access, consolidation of all 7 pixels
in a single CACHE word permits to reduce the address bitwidth by two bits.
Also, it permits to share the same access and hence decode energy among
seven pixels, as opposed to individual pixel access. Similar considerations
hold when accessing more than one and fewer than seven pixels at a time.

FIGURE 5. CACHE read data reuse through parallel detection, leveraging
the fact that each word contains seven horizontally adjacent interest
points that can be simultaneously computed.

adjacent locations, as shown in Fig. 5. Accordingly, the access
of each word can be simultaneously used for the detection
of 7 keypoints. This requires the simultaneous detection of 7
keypoints for each access, and hence a 7-replica parallel
architecture for the Detection block (Fig. 5). A conventional
architecture with single detection per access in Fig. 5 (left
side) would require the sameword to be accessed seven times,
whereas the above data reuse scheme with parallel detec-
tion allow 7 simultaneous detections in 14 word accesses,
i.e. two accesses per detection. As a result, the architec-
ture in Fig. 5 enables 3.5X detection speedup and CACHE
energy reduction, or equivalently 45% reduction in the overall
energy.3

To further reduce the CACHE size, the architecture was
conceived to allow the simultaneous use of the same CACHE
memory for both detection and description. This is achieved
by optimizing the pipelined architecture and introducing sim-
plifications to guarantee nearly-full overlap between detec-
tion and description in the common case. Such architectural
optimization is statistical in nature, as the input rate of most
blocks is image dependent. In detail, in Fig. 3 a CACHE row
corresponds to 42 horizontally adjacent pixels. Among them,
only 8.54% turn out to be corners on average, across images
from the benchmark in [25]. Such percentage significantly
varies across specific images, as shown in Fig. 6a. For each
row, the number of detected corners ranges from 1 to 7 with
the statistical distribution shown in Fig. 6a. From Fig. 6b, half
of them (i.e., 4.34% of interest points) turn out to be candidate
keypoints on average, and their specific percentage is again
image dependent. Then, the interest points that turn out to be
actual keypoints are selected by Ranking, which takes from
13 to 204 cycles per keypoint, and 61 cycles on average.

The interest points that are not corners, candidate keypoints
or keypoints are not processed in the subsequent blocks,
which are stalled by the controller in Fig. 3 as appropri-
ate. Although needed to ensure correct operation, stalls are
undesirable since the energy to keep the architecture run-
ning is consumed for a larger number of cycles, and limits
opportunities to utilize time slack and hence voltage scaling.

3Indeed, theCACHE energy in the proposed architecture accounts for 18%
of the total energy after such 3.5X reduction (see Fig. 10).
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FIGURE 6. Statistical distribution of the number of interest points per
CACHE row that turn out to be a) corners, b) candidate keypoints (based
on images from benchmark in [25]).

In general, increasing the CACHE size increases the proba-
bility to successfully complete detection and description of
keypoints without stalls, but leads to larger CACHE area and
energy. Accordingly,CACHEwas sized to the lowest capacity
ensuring that computation for each keypoint is completed
without any stall with 50% probability (i.e., with minimal
number of cycles in the common case). This keeps energy
and execution time lowest in the common case, while keeping
memory area and energy reasonable, balancing computation
and memory cost.

The above optimization permits to shrink the CACHE
size down to 2.7kB, and hence substantially reduce both the
overall energy and area. Indeed, a straightforward imple-
mentation would have needed the entire frame to be stored

in CACHE [8], [9], requiring a much larger CACHE size
of 300kB. In terms of organization, CACHE was arranged
into 6 banks of 64 7-pixel words, which allow simultaneous
access of different pixels for Orientation and Descriptor.
This enables overlapped detection and description when they
simultaneously need to access CACHE, while avoiding the
extra complexity of dual-port bitcells. At the circuit level,
CACHE is designed as a latch-based memory [28], to allow
voltage scaling down to near-threshold like the logic circuits
performing the detection and description.

IV. ARCHITECTURE FOR KEYPOINT DETECTION
The corners detected by the Detector are then filtered by the
NMS block through non-maximal suppression as in Fig. 3,
so that only one candidate keypoint is retained among the
many similar corners that lie within the same neighborhood,
due to how the FAST detection algorithm in ORB oper-
ates [15]. In detail, the corner measure coming from the
Detector block is used to identify the most representative
keypoint in each 5 x 5 pixel patch. This reduces the keypoints
by 3X on average.

The Ranking block in Fig. 3 then sorts candidate key-
points according to their corner measure from the Detec-
tor, and retains only a specified number of keypoints with
the highest corner measures (i.e., associated with the most
important). Although it is fixed to 400 in ORB, this number
was made adjustable to either 200 or 400 via the number of
features/keypoints EQ knob nfeat (respective set to 0 or 1),
allowing further EQ tradeoff. The lower value reduces the
energy per frame since it halves the number of keypoints that
are then accessed from the KEYPTS memory in Fig. 3 and
then described. This comes at the cost of feature extraction
quality degradation, as fewer keypoints are retained.

Interestingly, the choice of the nfeat knob assures once
again graceful quality degradation, observing that the key-
points in KEYPTS are ranked by importance. Accordingly,
the memory capacity is dynamically shrunk to retain the
most important ones, whereas ignoring the least important
leads to minor quality degradation. To translate the nfeat
reduction into an actual reduction in the overall number of
cycles per frame, the control flow of the architecture was
made adaptive to minimize such number of cycles, according
to the selected value of nfeat. In particular, when nfeat is set
to 0 (i.e., 200 features are extracted), only one of the two
available banks of the KEYPTSmemory is used and accessed
for comparison during Ranking. This reduces the worst-case
number clock cycles taken by ranking by half, thus reducing
the execution time and the energy by the same factor.

To reduce the complexity of Ranking, several sorting meth-
ods were considered, among which offline methods (e.g.,
mergesort) are the most computationally efficient with aver-
age complexity of O(n · log(n)) [29]. However, for the tar-
geted applications, offline sorting methods are impractical
due to their high memory usage. Indeed, all 18-bit interest
points need to be preliminarily stored in KEYPTS. In partic-
ular, the number of interest points was found to be easily
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FIGURE 7. Proposed modified insertion sort with coarse pre-sorting and
fine sorting, organizing the KEYPTS memory in 40-entry bins whose
boundary address are specified by checkpoints. Each candidate keypoint
is first binned in coarse pre-sorting, and then the relevant bin is sorted.

in the order of thousands and up to 15,000, across bench-
mark images in [25]. This would require a KEYPTS capacity
of hundreds of kb, which would lead to an unacceptably
large area of 5X the area of the entire EQSCALE chip (see
Section VI). Hence, memory and computation cost were
rebalanced by resorting to the on-the-fly insertion sort algo-
rithm [29]. This algorithm directly operates on incoming
keypoint candidates, avoiding the need to preliminarily store
interest points. In particular, KEYPTS needs to store only the
final number of keypoints nfeat, thus reducing the KEYPTS
capacity by at least an order of magnitude, compared to a
conventional offline sorting method preliminarily storing the
keypoint candidates (e.g., 200 or 400 as opposed to 15,000).

As downside of the adoption of insertion sort, its quadratic
complexity rapidly increases the computational cost of sort-
ing at larger number of keypoint candidates [29]. To miti-
gate its complexity, a modified two-stage insertion sort with
coarse and fine sorting was adopted, as shown in Fig. 7.
In the proposed modified insertion sort, KEYPTS is divided
into 40- entry bins. The start and end points are tracked by
checkpoints (i.e., pointer registers), which are stored in the
Ranking block. The incoming keypoint candidates are first
compared to checkpoints, thus executing a coarse pre-sorting
(i.e., binning). Fine-grain insertion sorting is then performed
only within the corresponding bin, thus reducing the number
of items to be sorted at a time, and hence the computational
cost. For each incoming candidate keypoint, this reduces
the worst-case number of comparisons from nfeat down to
nfeat/40+40 (see Fig. 7). This translates into an 8X energy
reduction for the default value of nfeat = 400, compared to
conventional insertion sorting.

V. KEYPOINT DESCRIPTION AND OVERALL
MICROARCHITECTURE
A. KEYPOINT DESCRIPTION
Once ranked, keypoints are processed in the Orientation
block in Fig. 3. According to the ORB algorithm, the latter
computes the orientation of a 15x15 tile of pixels centered

on the keypoint. The orientation is expressed in the form of
moments as in (1a), where I (x, y) the pixel intensity at (x,y)
with the keypoint placed at (0,0). The orientation angle θ is
computed as momentm01 (m10) on the x (y) axis (atan2 is the
quadrant-aware atan [15])

mpq =
∑

x,y
xpyqI (x, y) (1a)

θ = atan2 (m01,m10) . (1b)

As defined in ORB, the Orientation block contains
a look-up table of pre-defined location pairs Pj(x1, y1)-
Pk (x2, y2) within a 31x31-pixel description patch (centered
on the keypoint), which is used for comparison during
description.

The 31x31-pixel description patch sets the minimum frame
patch width stored in CACHE to 37 pixels per row (31 pixels
+ 6 other pixels for parallel detection). Indeed, the above
31-pixel width needs to be available for all the 7 simultane-
ously detected adjacent interest points (see Section III). Since
the memory bank wordlength is 7 pixels, and considering that
adjacent banks cover adjacent words, CACHE is organized in
6 banks to fit at least such 37 pixels. For a rotation-invariant
description, these pairs are rotated using the transformation
in (2) [15] [

x ′

y′

]
=

[
cos θ − sin θ
sin θ cos θ

] [
x
y

]
. (2)

The implementation of the trigonometric functions in (2)
typically requires coarse and fine approximations such as
in CORDIC [30], [31], thus requiring several cycles and
a relatively complex hardware with few tens of kgates
or larger [30]–[32]. To reduce the energy, the trigonomet-
ric functions in (2) were simplified by observing that a
coarse evaluation of sinθsinθ and cosθcosθ is actually suf-
ficient for ORB. Indeed, discretizing the angle from 0 to
360 degrees into 32 bins turned out tomove the corresponding
post-rotation pair location by at most 1 pixel away4 from the
exact location. Accordingly, rotation in (1)-(2) according to
such coarse angle of π/16 was implemented with the simple
look-up table in Table 1.

The intensities of the rotated pixel pairs P′j(x
′

1, y
′

1) and
P′k(x

′

2, y
′

2) are compared in the Descriptor block as in (3a),
generating the description vector fnd (p) in (3b)

τ (p; j, k) =

{
1 if P′j < P′k
0 otherwise

(3a)

fnd (p) =
∑

1≤i≤nlength
2i−1 · τ (p; ji, ki) (3b)

where p is the keypoint being described.
In (3b), the nlength EQ knob was inserted to define the

number of pairs to be compared, or equivalently the descriptor
length or bitwidth. Compared to the fixed ORB value of 256
(nlength= 1), adjusting nlength permits to reduce energy

4Detailed analysis showed that the maximum error in the evaluation
of coordinates (x, y) of rotated coordinates monotonically decreases when
increasing the number of such bins, and is equal to one under 32 bins.
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FIGURE 8. Detailed microarchitecture of the EQSCALE accelerator (top), and throughput at each stage (bottom).

TABLE 1. Lookup table for orientation bins to implement (2) (one
quadrant is shown, and immediately extended to others).

when lower quality is acceptable. Indeed, setting nlength= 0
reduces the number of comparisons in the Descriptor and
related accesses to CACHE to 128, thus reducing their energy
consumption and the overall execution time. This comes at
the cost of a marginally lower quality, as a shorter descrip-
tor (128-bit) reduces the distance (e.g.,Hamming, Euclidean)
between the descriptors associated with different keypoints.
This makes it marginally harder to discriminate pairs dif-
fering by few bits via thresholding, whereas discrimination
remains straightforward in the majority of pairs, as they have
larger difference. The control flow was again made adaptive
to the value of nlength, to translate the nlength reduction in
a reduced number of overall cycles per frame, and enable
further voltage scaling opportunities described in Section VI.

B. SUMMARY OF OVERALL MICROARCHITECTURE
Based on the EQ scaling capabilities and simplifications
enabled in Sections III-V, the detailed microarchitecture of
the EQSCALE accelerator is shown in Fig. 8. It comprises
seven stages, with CACHE and KEYPTS being synchronous
(i.e., they lie at the boundary of pipestages). The critical path
is in theDetector stage, whose logic depth is 155FO4 (FO4 is
the delay of an inverter gate with fan-out of 4). Fig. 8 also

summarizes the resulting throughput of each block, which is
expectedly image-dependent.

From a latency viewpoint, the complete processing of an
interest point from fetching from CACHE to final description
takes 337 clock cycles in the best case, 958 clock cycles in
the worst case, and 407 clock cycles on average (i.e., 42 for
Detector and NMS, 61 for Ranking, 44 for Orientation, and
260 for Descriptor). On the other hand, the 2.7-kB CACHE
receives 1 pixel/cycle and hence takes 2,688 cycles, before a
pixel is replaced. In other words, the microarchitecture is con-
structed in a way that pixels inCACHE are replaced only after
the completion of the related computation, thus requiring only
one download per pixel from the input. In turn, this allows
to suppress the need for an off-chip buffer, whose energy
contribution would easily become dominant. For example,
an appropriate low-power low-cost LPDDR2 DRAM for
mobile applications would consume 40-50pJ/bit [33] and
hence 320-400pJ/pixel, which would be an order of magni-
tude higher than the energy achieved by EQSCALE, as dis-
cussed in Section VI.

The proposed mircroarchitecture meets the targeted max-
imum frame rate of 30fps at the nominal voltage, when
EQ knobs are set for maximum quality. Operation at
the minimum acceptable quality (see next section) allows
3X throughput excess at the same voltage, thus supporting
the same frame rate down to near-threshold supply voltages
(i.e., 0.5V). In turn, this throughput excess enabled by EQ
scaling permits to further reduce the energy via voltage scal-
ing, and adds further opportunities to reduce energy via coor-
dinated EQ and voltage scaling, as discussed in Section VI.

VI. TESTCHIP DESIGN AND MEASUREMENTS
The proposed EQSCALE feature extraction accelerator was
implemented in a 40nm testchip (see Fig. 9). Its overall area
is 0.55 mm2, 33% of which is due to core logic (i.e.,Detector,
NMS, Ranking, Orientation, Descriptor), 29% and 13% are
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FIGURE 9. Chip microphotograph of the 40nm CMOS testchip.

FIGURE 10. Power breakdown of EQSCALE at maximum quality.

respectively due to CACHE and KEYPTSmemories, whereas
the remaining 25% is due to setting storage, control, inter-
module communication and testing harness. The EQSCALE
power breakdown in Fig. 10 is dominated by the consumption
of core logic, as opposed to previous chip demonstrations that
were dominated by memory [8], [21].

The maximum operating frequency was evaluated across
five dice at a supply voltage VDD ranging from 0.5V to 1V
(see Fig. 11). The subsequent plots for a single die refer
to die #4 unless otherwise specified,5 as it is the closest
to the average across dice, as indicated by solid line. Real-
time operation at 30 frames per second is achieved at an
energy per pixel of 366pJ at 1V, under EQ knobs tuned for
maximum quality. In applications where lower frame rate
is acceptable, pure voltage scaling down to 0.5V reduces
energy to 107pJ/pixel at 7fps frame rate, as shown in Fig.12.
From Fig. 11, sub-mW power consumption is achieved
for VDD < 0.7V.
Energy-quality scaling offers significant opportunities to

further reduce energy, compared to the traditional trade-
off between energy and frame rate via voltage scaling.
Fig. 12 shows the energy E associated with the computa-
tion per pixel, which is normalized to its maximum value
(obtained under nominal VDD and EQ knobs tuned for best
quality). Quality is defined by routinely assuming that the
feature extractor is followed by a keypoint matching engine,
as described in Fig. 1. Accordingly, quality Q is defined as
the number of correct keypoint matches divided by their total
number, when comparing a transformed image (or object) and

5Only die #1 was tested in [27], which turned out to be significantly worse
than all others in terms of process variations, as shown by its higher minimum
VDD (0.6V) in Fig. 11.

FIGURE 11. Maximum frequency fmax and power vs VDD for 5 dice with
EQ knobs set for maximum quality (fmax at nominal voltage limited by
testing harness, which was designed for low-voltage testing with VGA
video stream).

FIGURE 12. Energy per pixel (using average chip data) for maximum
quality at VGA resolution, with varying frame rate and supply voltage.

the original one [1]. In the following, Q is normalized to its
best value, which corresponds to the EQ knob configuration
for maximum quality. Q was evaluated by post-processing
the keypoints generated by the testchip, running keypoint
matching based on the popular 3-nearest neighbors algorithm
in software [34]. The RANSAC algorithm [26] was then run
to identify the correct matches and evaluate Q.

Regarding the range of acceptable quality, correct object
detection is expected when Q is sufficiently high, as this
means that feature extraction can provide an adequate number
of correct and useful keypoints describing the image. Based
on the benchmark in [25], correct image matching was con-
sistently found to be correctly performed if 0.4 < Q < 1,
across the above mentioned benchmark. As exemplified
in Fig. 13, the bounding box around the matched object starts
keypoints are being missed. For Q < 0.4, correct recognition
shrinking below Q = 0.4, as a clear sign that some important
keypoints are being missed. For Q < 0.4, correct recognition
is no longer assured for all images, and the bounding box is
progressively shrunk when Q is reduced down to 0.12, below
which it completely disappears.

The effect of individual EQ knobs on energy and quality
is plotted in Fig. 14. From this figure, reducing the length
of the descriptor from 256 to 128 bits (nlength = 0) reduces
the energy by 34% with 10% quality degradation, compared
to the maximum-quality point. An increase in thresh from
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FIGURE 13. Illustration of image matching at different values of Q. Top
image shows original image (left) keypoints in red triangle and
transformed image (right) keypoint in blue circles. Blue limes connect
matched keypoints between original and transformed image.

FIGURE 14. EQ tradeoff by adjusting individual EQ knobs at nominal
voltage (VGA resolution, 30fps frame rate, VDD = 1V).

20 to 40 (60) reduces the energy by 48% (65%) at 19%
(53%) quality degradation. The reduction in the number of
keypoints from 400 (nfeat= 1) to 200 (nfeat= 0) reduces the
energy by 35%, at 42% lower quality. Such energy saving is
enabled by the lower cycle count due to EQ knob adjustment
and architectural adaptation, as clarified in Section III-V. The
graceful quality degradation confirms the appropriate choice
of such EQ tuning knobs.

The effectiveness of individual EQ knobs is quantified by
the quality-energy sensitivity SQE , i.e. the ratio of the relative
quality change and relative energy change when adjusting
the corresponding knob. Lower sensitivity indicates more
graceful quality degradation for a given energy benefit. From

FIGURE 15. EQ tradeoff with joint energy-quality and voltage scaling
(VGA resolution, 30fps frame rate).

FIGURE 16. Energy-optimal curve from Figs. 14-15 under EQ scaling at
nominal VDD (30fps, black curve), and additional VDD scaling enabled by
simultaneous EQ and VDD scaling (30fps, red curve).

Fig. 14, the most effective knob is nlength with SQE = 0.29,
followed by thresh with SQE = 0.37. The nfeat EQ knob has
3X larger sensitivity and hence less effective than nlength and
thresh.

Further energy benefits are offered by joint EQ and volt-
age scaling, as shown in Fig. 15. Indeed, as discussed in
Sections III-V, the energy-quality reduction via EQ knob
tuning and architectural adaptation reduce the number of
execution cycles for feature extraction across a frame at a
given frame rate, creating a task-level timing slack. For a
fixed frame rate, reducing the number of execution cycles by
a factor X allows to run at a clock frequency reduction by the
same factor, without missing any necessary operation. Hence,
energy-quality scaling adds further opportunities for aggres-
sive voltage scaling while maintaining the same frame rate,
as opposed to conventional voltage scaling that inevitably
degrades the frame rate when energy is lowered.

Under joint adjustment of a single EQ knob and VDD,
the sensitivity of nlength, thresh and nfeat is respectively
improved by 2.2X, 2.8X and 2.3X. As a result, joint tuning
of nlength and VDD allows 78% energy reduction at 10%
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TABLE 2. Comparison (best result in bold).

quality degradation (point A in Fig. 15), compared to the
maximum-quality point. Similarly, an increase in thresh to 60
(decrease in nfeat to 200) reduces the energy by 90% (56%)
at 54% (42%) quality degradation, with reference to point B
(C) in Fig. 15.

When the best combination of multiple EQ knobs and VDD
with lowest energy for a given quality is chosen from Figs.
14-15, the energy-optimal EQ curve in Fig. 16 is obtained.
From this figure, pure EQ scaling allows an energy reduction
of up to 3X compared to the maximum-quality point (point
B in Fig. 16). Joint EQ and VDD scaling allow an additional
energy reduction up to 3.4X (point D in Fig. 16). In other
words, the additional voltage scaling enabled by EQ scaling
at iso-frame rate leads to an energy benefit that is nearly the
same as the EQ scaling itself, leading to an overall 10X reduc-
tion, a minimum energy of 35.4pJ/pixel and 326µW power
consumption. In applications where a reduced frame rate is
acceptable, further power saving is allowed by combining
conventional power-frame rate scaling and EQ scaling. For
example, frame rate reduction down to 5fps was found to lead
to a power consumption of 82µW.

To better understand the benefits brought by EQ scal-
ing, Table 2 shows the energy compared to prior art at
iso-technology. Without EQ scaling (i.e., at the maximum-
quality point), is close to [8], as expected from the
comparable complexity of the ORB and the FAST-BRIEF

algorithms [15]. At the same maximum-quality point, VGA
resolution and 30fps, the power of the proposed architecture
is comparable to the previous best in class [3]. From the
above considerations, the energy efficiency of the baseline
architecture without EQ scaling is comparable to best-in-
class demonstrations in prior art. On the other hand, energy-
quality scaling enables an energy/bit reduction from hundreds
of pJs [3], [8], [9] down to few tens of pJs, as shown in Table 2.
Compared to the demonstration with lowest consumption
without keypoint matching [3], EQSCALE achieves up
to 11.2X energy reduction at 30fps at iso-technology
(see Table 2). EQ scaling also enables 10X energy reduction
compared to the maximum-quality point (Fig. 16).

From Table 2, EQ scaling enables deep sub-mW feature
extraction for the first time, being power reduced to 326µW
at 30fps (80µW at 5fps), which is 8.3X (33X) lower than
2.7mW exhibited by the previous best in class [3]. The area of
EQSCALE at iso-technology is 4.7X lower than the smallest
area reported [8], and 8.2X lower than [3]. As metric relevant
to self-powered low-cost vision sensor nodes, the area-energy
product of EQSCALE is improved by 97X compared to [3],
which had the lowest power in prior art and very similar
capabilities (see last row in Table 2).

VII. CONCLUSION
In this paper, an energy-quality scalable memory-frugal
architecture for video feature extraction based on ORB has
been presented. Properly selected tuning knobs were intro-
duced to allow flexible and dynamic tradeoff between energy
and quality, leveraging the inherent noise resiliency of vision
applications. EQ scaling is shown to simultaneously allow
cycle count reduction and VDD scaling, and hence energy.
Measurements from 40nm testchips show that the proposed
memory-frugal architecture with joint EQ and VDD scaling
enables a 4.7-8.2X area reduction compared to prior art, when
scaled at the same technology. Power consumption is reduced
down to 82-326µW, which is 8.3-33X lower than the state of
the art. At the same time, conventional operation at maximum
quality is preserved.

To the best of the authors’ knowledge, the proposed archi-
tecture enables deep sub-mWand sub-mm2 feature extraction
for the first time. Accordingly, the proposed EQ- scalable
architecture is well suited for vision systems with tightly-
constrained consumption and area, such as vision sensor
nodes and always-on cameras.
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