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ABSTRACT For the problem of robust visual tracking in various complex tracking scenarios, a multi-cue
correlation particle filter (CPF for short) visual tracker supervised by population convergence is proposed.
By combining the advantages of particle filter and correlation filter, the CPF tracker gains better robustness,
computational efficiency and stability for visual tracking. Meanwhile, to solve the problem of sample
diversity in traditional CPF tracker, a genetic operating algorithm supervised by population convergence
is proposed and introduced to the resampling process of CPF. Then considering that a single kind of
feature weakens the tracking efficiency and robustness of our tracker, we propose to combine different
types of features including Harris feature, HOG feature and SIFT feature based on fuzzy control theory
to form a multi-cue CPF tracker (SPC-MCCPF for short). Multiple experiments on the OTB2015 and
VOT2018 datasets prove that our tracker is quite effective in dealing with various challenging tracking

problems.

INDEX TERMS Computer vision, target tracking, feature extraction, correlation particle filter.

I. INTRODUCTION

Visual target tracking has a wide range of applications
in hotspots such as traffic monitoring, automatic driving,
human-machine interaction, violence identification, suspect
inspection and other fields [1]-[3]. Although great progress
has been made in recent years, there still remain various
challenging problems such as low resolution, deformation
and occlusion [4]. This study therefore focuses on dealing
with these challenges and develops a robust and efficient
tracking method.

Recently, particle filter has been applied in the field of
visual tracking because it is suitable for solving nonlinear
problems like nonlinear target motion and is flexible in com-
bination with various kinds of target representations. Ref.
Concha et al. [5] presented an adequate performance analysis
of the particle filtering (PF for short) algorithm for a compu-
tationally intensive 3D multi-view visual tracking problem.
Zhang et al. [6] proposed a hybrid positioning method based
on particle swarm optimization algorithm and particle filter.
This method is mainly used for positioning tasks with a priori
environment map. This research obtains a robust positioning
method based on PF, which can work in symmetrical envi-
ronments. Wang et al. [7] developed a new tracking method,
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in which target tracking is achieved using Huber loss regular-
ization and subspace learning under the framework of particle
filtering. And Huber loss function is employed to model the
error between candidates and templates to achieve robust
tracking. Mondal [8] advanced a discriminative appearance
model based on online probabilistic neural networks and an
effective observation model based on confidence scores. This
updating mechanism can adapt to changes in appearance
during target tracking and enables the tracker to efficiently
track fully occluded object. Wang et al. [9] presented a low-
rank sparse tracking algorithm based on PF. This algorithm
uses low rank constraints and the underlying sparse to jointly
learn the features of local dense scale-invariant feature trans-
formation corresponding to the candidate samples. And it
performs great in terms of accuracy. However, traditional
particle filters still haven’t addressed the issue of particle
degeneracy and sample dilution, which limit the tracking
efficiency and accuracy.

Meanwhile, correlation filters (CF for short) have also been
applied in numerous visual tracking applications [10], [11].
As stated in the convolution theorem, the correlation in time
domain corresponds to the multiplication of the elements in
the Fourier domain. Therefore, the basic idea of CF is to
calculate the correlation in the Fourier domain, avoiding the
time-consuming convolution operation. Due to the high com-
putational efficiency, CF has attracted considerable attention
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in visual tracking [12]. Yan et al. [13] advanced a tracking
approach based on multi-channel HOG features, which com-
bines correlated filter tracking response and improved color
histogram tracking response to achieve high precision track-
ing of small targets. Danelljan et al. [14] presented the multi-
scale correlation filter (DSST) algorithm with HOG features
to solve the problem of scale variation in the tracking process.
Sui et al. [15] presented a new visual tracking algorithm for
correlation filter learning based on the intensity of the peak
of the correlation response, which effectively enhances the
ability of identifying the peak of the correlation response
and achieve better recognition performance. Tang et al. [16]
introduced the multi-kernel learning (MKL for short) into
KCF and uses its upper bound to reconstruct the MKL
version of the CF objective function, significantly reducing
the negative mutual interference between different kernels.
Sun et al. [17] raised a robust region-of-interest merged CF
tracking algorithm, which used a novel joint training formula
and derived the Fourier solvers for optimizing model training.
Huang et al. [18] advanced a tracking approach based on
discriminative correlation filtering (DCF for short) and fused
colour features. This algorithm consists of compressed colour
name features and histogram oriented gradient features based
on opponent colour space. Based on the fused colour fea-
tures, two different DCF are used to estimate the scale and
translation of the target, respectively. However, traditional
CF relies heavily on the maximum response value of the
response map and becomes unreliable when the map gets
fuzzy.

In order to solve the above problems, this paper introduces
the resampling progress of PF to provide enough effective
target candidates for the CF tracker. In addition, to deal with
the problem of sample diversity of particle filter, we propose
the genetic operation supervised by population convergence
(SPC for short), and introduce it into the PF resampling
process to provide CF tracker with enough effective target
candidates. In this way, the correlation particle filter tracker
based on SPC genetic operation method (SPC-CPF for short)
is proposed.

Furthermore, in recent years, various visual target fea-
tures extraction methods have been developed to help opti-
mize the performance of the trackers, e.g., HOG descriptors
[19], Haar-like features [20], histograms [21], covariance
descriptors [22] and scale-invariant feature transform (SIFT
for short) features [23]. However, most traditional trackers
just employ a single feature, which is only suitable for a
specific tracking scenario and lacks robustness to various
tracking conditions. To address this issue, the multi-cue fea-
ture extraction strategy is presented in this paper. The multi-
cue feature extraction strategy consists of different features
such as Harris, HOG and SIFT. Among them, Harris feature
has rotation invariance, SIFT feature has scale invariance, and
HOG feature has optical and geometric invariance. The multi-
cue feature extraction strategy combines the advantages of
these features and can provide more effective image features
for our tracker.
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Consequently, in this paper, we advance the genetic oper-
ation supervised by population convergence, and introduce it
into the PF resampling process to guarantee its sample diver-
sity. And we optimize the traditional CF tracker via the pro-
posed improved PF resampling process to address the issue
that traditional CF relies heavily on the maximum response
value of the response map and becomes unreliable when the
map becomes ambiguous. Furthermore, the multi-cue feature
extraction strategy is proposed to fuse different features via
fuzzy logic theory to combine their advantages and help
improve the efficiency and robustness of our tracker. And var-
ious experiments on OTB2015 and VOT2018 datasets proved
that the multi-cue correlation particle filter tracker super-
vised by population convergence (SPC-MCCPF for short) can
show a good tracking effect in various challenging tracking
scenarios.

Il. CORRELATION PARTICLE FILTER TRACKER
SUPERVISED BY POPULATION CONVERGENCE

Correlation filter (CF for short) is an efficient tracking
method and can adaptively deal with scale variation and
robustly estimate the size of the visual target. So we employ
CF as our basic tracking framework. But it still faces the
problem of relying heavily on the response map and getting
unreliable when the map becomes fuzzy. So we propose the
SPC-CPF tracker to enhance the efficiency and robustness of
the traditional CF-based trackers.

A. KERNELIZED CORRELATION FILTER (KCF)

The KCF tracker [19] uses a filter w to model the appearance
of the target. The filter w is based on HOG features and
trained on an image block x of M x N pixels. The training
samples x"", (m,n) € {0,1,..., M — 1} x{0,1,..., N—1}
are the all possible circular shifts. By minimizing the error
between the regression target y"»" and the training sample
x™"the filter w can be obtained as shown below:

w = arg min Z {px™"™), w) — y(m, n)|2 + a1 wl? (D

m,n

where (, ) is the inner product, ¢ represents the mapping from
Hilbert space to kernel space and A denotes a regularization
parameter(A > 0). The correlation coefficient is calculated by
the fast Fourier transformation (FFT for short), the objective
function is expressed as w = Zm,n a(m, n)p(x™™"), and « is

computed by:
o=F"1 <&> )
Fk*)+ A

where F and F~! represent the Fourier transform and its
inverse, respectively. The kernel correlation k* = K(x"™", x)
is calculated in the Fourier domain from a Gaussian kernel.

A patch z which has the same size as x is cropped from the
new image frame. Then the response score can be expressed
as:

f@) =F Y (F(k% © F(a)) A3)
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where k¥ = K(z™", x), © is the Hadamard product and x is
the learned appearance.

B. GENETIC OPERATION SUPERVISED BY POPULATION
CONVERGENCE (SPC GENETIC OPERATION)

Definition 1: Let f; be the average fitness value, set fimax as
the best individual fitness and denote f as the average fitness
value of all individuals whose is better than f;. Then, the popu-
lation convergence value can be defined as = fihux — f . Here,
we calculate the difference between finax and f, rather than
the difference between fimax and fi. Thus we can get rid of
the individuals with fitness lower than the average, and the
extent of premature convergence can therefore be estimated
more accurately. The crossover and mutation probability can
be calculated by:

sz—l/(1+exp(—k1~A))+l.5 @)
Pyp=—1/(1+exp(—ky - A)) + 1
where k| and ky are positive constants, and is non-negative.
Then, the ranges of the crossover probability Pg and the
mutation probability Pm are [0.5,1] and [0,0.5], respectively.
Traditionally, the control parameters of genetic algorithm are
fixed in the whole evolution process of the population, which
can easily lead to premature convergence. In our advanced
SPC genetic operation method, Pg and Pm can automatically
adjust themselves according to the convergence coefficient
A. When the degree of convergence of the population is large,
Pg and Pm are increased automatically to overcome prema-
ture convergence. When the population tends to diverge, Pg
and Pm are reduced automatically, so that the individuals tend
to converge.
The crossover and mutation of the SPC genetic operation
method proposed in this paper are shown in Equations (5) and

(6):

xf+1=a-xf+(1—a)~x{

. 5
1:a-x{+(l—a)~xt’ )

j
Xt
o xtk—{-f(t,m,—xtk),p<0.5
o+ x;k —f@t,m—1), PZO~57

ey =y (1=p1="") € ©.3). pe UO. D

x;k € [ly, m]

where o and p are random numbers with the value range
(0,1); x/, x/ and x} are particles at time t; xl  and x|
are updated samples obtained by crossover operator at time
(t+1); xtk 1 means updated particles obtained by non-uniform
mutation operator at time (t+1); T means the last iteration;
b determines the heterogeneity of the mutation operator;
f(¢,y) is an adaptive mutation operator that can adaptively
adjust the size of its step. Later in the iteration, only a small
neighbouring area of the current solution is searched to guar-
antee locking of the optimal solution and the precision of
positioning.
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C. CORRELATION PARTICLE FILTER TRACKER BASED ON
SPC GENETIC OPERATION (SPC-CPF TRACKER)

Firstly, the traditional correlation filter tracker is strongly
dependent on the response map and gets unreliable when
the map turns ambiguous. So we introduce the SPC genetic
operation to help resample more candidates. Specifically,
if the maximum response value is greater than the threshold
0, the coordinate of the maximum response value is taken as
the new position of the object. Otherwise, we should employ
the SPC resampling to resample enough target candidates for
redetecting the target position. It can be expressed as follows:

maxR > 6

maxR < 6

tracking by CF

. (N
tracking by SPC — CF

Secondly, the sample renewal equation of the quantum
behaved particle swarm optimization based on wave function
is applied to the SPC-CF tracker to improve its computing
efficiency.

The flow chart of the SPC-CPF tracker is as follows:

The flow of SPC-CPF algorithm is as follows:

1) SAMPLING INITIALIZATION

Particle set x(i) i=1,2,...,95)is randomly generated based
on the prior probability distribution function of particle state
p(xg) € U(0, 1). Set the initial value of the weights as wf) =
1/S. And set p(xg|yo) = p(xp) as the initial probability density
function.

2) IMPORTANT DENSITY SAMPLING [24]
a) Calculating the significant density function
X~ q(xilyn) = pfx]_p@y_lyi-1) (®)
b) Updating the weights
. . xDpGd X))
wy = Wiflp(yt |it pi <y ©)
q(x; |Xt_1 Y1)

c¢) Calculating the probability density function

S
PO y,) =Y wis(x — x}) (10)
i=1
where § refers to the Dirac function. Firstly, according to
Equation (8), S particles are randomly generated, and the par-
ticle weight and probability density are then updated accord-
ing to Equations (9) and (10).

3) SPC RESAMPLING
d) Determination of the degree of particle degeneracy

1
Nefp = ——— (11)

> (w2

i=1
where Negr indicates the degree of particle degradation. If
Nefr is greater than the threshold Ny, the degradation of the
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particles is not obvious and we can skip the weight resetting
step e). Otherwise, serious sample degradation may occur and
weight resetting step must be carried out before the updating
of the particles’ positions.

e) Weights resetting

Reset all of the weights as w! = 1/S.

f) SPC genetic manipulation

Firstly, we eliminate individuals with lower fitness and
replace them with the same number of individuals with higher
fitness. Then we carry out SPC genetic operations based on
population convergence to enrich sample diversity.

4) OBTAIN THE SPATIAL RESPONSE MAP
We can obtain the spatial response map with IFFT. The
mathematical model is expressed as:

Ry =Y F ' (F ((zm- %)) © F (@) (12)
k

where X is the discrete Fourier transform (DFT for short)
X = F(x); z, indicates the m-th particle corresponding to
the image patch; © denotes the element-wise product and R,
means the corresponding response map.

5) LOCATE THE CENTER OF THE TARGET
We choose the image patch with the largest response value as
the target centre:

max R = max(max R{, max R3, ..., max Rg) (13)

where max R represents the largest response of the whole
sample, and max Ry means the maximum response of the s-th
particle.

6) DETERMINE WHETHER TO END THE ITERATION

Firstly, we should determine whether to stop the iteration
based on the iterative termination conditions. If not, we can
return to step 2). Otherwise, we can end the iteration and
output the result.

Ill. MULTI-CUE SPC-CPF TRACKING FRAMEWORK
Traditional visual trackers extract single feature to achieve
precise tracking in specific tracking scenarios, but they lack
robustness to various challenging tracking scenarios where
there exist multiple tracking interferences such as illumina-
tion variation, motion blur and deformation. To solve this
problem, we develop the multi-cue feature extraction strat-
egy. As illustrated by Fig. 2, the multi-cue feature extraction
strategy consists of different features such as Harris, HOG
and SIFT. Among them, Harris feature has rotation invari-
ance, SIFT feature has scale invariance, and HOG feature
has optical and geometric invariance. This multi-cue feature
extraction strategy combines the advantages of these features
and can provide more effective image features for our tracker.
Meanwhile, this multi-cue feature extraction strategy
employs fuzzy logic rule to fuse different target features to
enhance our tracker’s feature recognition ability. Taking the
fifth feature as an example, the calculation formula of the
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FIGURE 1. Flow chart for the SPC-CPF target tracking algorithm.
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FIGURE 2. Graph illustration of the multi-cue feature extraction strategy.

similarity measure after the fusion of the Harris feature and
the color feature can be obtained by:

P’ = apc) + (1 —a)pu () (14)

where pc(y) and pg(y) respectively represent the similarity
measurement of the color feature and the Harris feature. The
weight coefficient o has been set to a fixed value in many
studies. However, the actual weights of the visual features
in various tracking scenes are quite different. Therefore, we
propose to assign the weight parameter « according to the
similarity measurement value of each feature in the current
frame. For features with higher values of similarity mea-
surement, we assign higher weights to them through fuzzy
logic theory; otherwise, we assign lower weights, as shown
in Table 1:

The fuzzy weight selection strategy: The fuzzy sets of
oc(y) and py (y) are set to {0.2, 0.4, 0.6, 0.8, 1}. The range of
a is set to {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. When
the similarity measurement values of the two features are
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FIGURE 3. Overview of the proposed SPC-MCCPF.

TABLE 1. Fuzzy control of a.

Pc
(04 0.2 0.4 0.6 0.8 1.0
PH
0.2 0.5 0.6 0.7 0.8 0.9
0.4 0.4 0.5 0.6 0.7 0.8
0.6 0.3 0.4 0.5 0.6 0.7
0.8 0.2 0.3 0.4 0.5 0.6
1.0 0.1 0.2 0.3 0.4 0.5

equal, o takes an intermediate value of 0.5. Otherwise, the
position of « in the fuzzy control table is determined by the
value of pc(y) and pg (). For coefficient o, we set the upper
limit of the interval of pc(y) as its column position; similarly,
we set the upper limit of the interval of pgy(y) as its row
position. For instance, set pc(y) as 0.41 and py(y) as 0.74.
Obviously, 0.41 belongs to (0.4,0.6) while 0.74 belongs to
(0.7,0.8). Therefore it can be determined that the position of
« is row 0.6 and column 0.8, and the corresponding weight
coefficient value of this position is 0.6.

Based on the multi-cue feature extraction strategy, fuzzy
logic theory and the SPC genetic operation, the multi-cue
correlation particle filter tracker supervised by population
convergence (SPC-MCCPF for short) is developed. In par-
ticular, we extract multiple target features including color,
Harris, SIFT and HOG features. And we fuse these different
features with each other by fuzzy logic theory and obtain
six new fusion features. For better robustness and precision,
the proposed SPC-CPF method is then employed to handle
with these four single features and six new fusion features.
And we choose the one with the max response map as the
best result of the current frame. The tracking framework of
the proposed SPC-MCCPF algorithm is illustrated as below:

IV. EXPERIMENTAL ANALYSIS

We used MATLAB to implement the proposed tracker on
a machine equipped with an Intel Core i-7-4790 CPU @
3.60GHz with 16 GB RAM and runs at 23 frames per second.
For experimental verification, we employ the OTB2015 [32]
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and VOT2018 [33] datasets to make qualitative comparisons,
quantitative comparisons and statistical comparisons between
our tracker with the state-of-the-art tracking methods.

A. QUALITATIVE COMPARISONS

In qualitative comparisons, we use the tracking benchmark
dataset [32]. Our tracker is compared with 9 typical track-
ing methods including the C-COT [25], SRDCFdecon [26],
MUSTer [27], Staple [28], SAMF [29], DSST [14], CNT
[30], KCF [21], and Struck [31]. To better evaluate and
analyze the advantages and disadvantages of theses track-
ers, we evaluate the trackers based on different complex
interference factors including deformation, in-plane rotation,
low resolution, occlusion, out-of-plane rotation, motion blur,
scale variation, illumination variation, background clutter,
out-of-view and fast motion. As illustrated by Fig. 4, these
trackers are indicated by ten different colours. Qualitative
analysis is carried out from the following aspects:

1. Illumination variation: In *“Shaking”’, most of the track-
ers succeed in tracking despite dramatic changes in illumina-
tion. But only our tracker remains consistent with the target.

2. Fast motion: In “Biker”, the target moves very fast.
Ours, SRDCFdecon, C-COT, Staple and MUSTer can track
the target successfully, but the others fail.

3. Motion blur: For the object in “BlurOw”’, motion blur
occurs frequently. The MUSTer, DSST, Staple, SAMF, CNT,
KCF and Struck lose the target easily when serious motion
blur happens, while ours, SRDCFdecon and C-COT can track
the target in the whole tracking process.

4. Deformation: In “Dancer2”, target deformation occurs.
Ours can always track the whole target, while others lose part
of the target easily. Among these trackers, the C-COT, Staple,
and SRDCFdecon can lose less part of the target than the
others.

5. Background clutters: In “MountainBike”, the tracking
drift arises in SAMF, Struck, DSST, CNT and KCF when
background clutter appears in the tracking region, such as
#159 and #225. In addition, the KCF and Struck lose the target
totally.
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FIGURE 4. Qualitative comparisons of 10 trackers on nine challenging sequences (from top to bottom are Shaking, Biker,
BlurOw, Dancer2, MountainBike, Skiing, Singer1, Gym and Bolt).

6. Low resolution: In *“Skiing”, low resolution occurs
because the target is very small and it is difficult to extract
enough efficient feature. It becomes very obvious after frame
#78: SAMF, DSST, CNT, KCF and Struck totally lose the
target.

7. Scale variation: In “Singerl”, ours can better adapt to
the scale change, but tracking drift arises in MUSTer, CNT,
Staple, SAMF, KCF and Struck; serious tracking drifting
even occurred in Struck and CNT.

8. Rotation: It is divided into out-of-plane and in-plane
rotation. Both of them occur in “Gym”. Only our bounding
box matches the target well and tracks the target accurately.

9. Occlusion: In “Bolt”, the target is completely or par-
tially occluded by another target. Only our tracker can always
track the target quickly and precisely.

B. QUANTITATIVE COMPARISONS

In order to comprehensively and reliably evaluate our track-
ing algorithm, we choose two indicators of precision rate and
success rate for quantitative analysis.

19560

1. Success rate: Given a threshold, the tracker is considered
to succeed if and only if the overlap rate « is larger than
the threshold. The success rate is defined as the percentage
of successful frames. A larger value indicates better tracking
performance.

2. Precision: Precision indicates the ratio of frames in
which the centre location error (CLE for short) is within a
given threshold. The larger the CLE value, the better the
tracking performance.

In the experiments, we quantitatively compare these track-
ing methods in terms of overall performance and attribute-
based performance for 50 sequences [32].

For overall performance evaluation of 50 sequences in
the benchmark [32], we plotted the success plots and the
precision plots of the above 10 trackers. The success plots
show the success rates at different overlapping thresholds in
the interval [0,1], while the precision plots show the accuracy
at different CLE thresholds from O to 50 pixels. A comparison
of the overall performance of the trackers is illustrated by
Fig.5. This data illustrates that the proposed tracking method
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FIGURE 5. The success plots and precision plots of OPE for the trackers.
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FIGURE 6. The success plots of OPE for the trackers on different attributes.

achieves satisfactory tracking results on the OTB2015 dataset
and is superior to other typical trackers.

To further analyze the performance of our tracking method
in different tracking scenes, we evaluate eleven attributes
of the above ten trackers, which have been defined in

OTB2015 [32]. Figures 6 and 7 show the success and accu-

racy scores of these trackers for each individual attribute on

the OTB2015 dataset.

As shown in Figures 6 and 7, among these eleven attributes,
whether it is a success rate score or a precision score, our
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C. STATISTICAL COMPARISON

tracker ranks in top one in at least eight attributes and ranks
in top four in all these attributes. From these attribute-based
data, we can see that our tracker has no obvious weak-
nesses and has achieved good tracking performance on all
attributions.

To further evaluate the stability and robustness of the pro-

posed SPC-MCCEPF, a statistical comparison is performed on
the VOT2018 [33] dataset, as shown in the table below:
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FIGURE 7. The precision plots of OPE for the trackers on different attributes.
TABLE 2. The statistical comparison on VOT2018 dataset.

Trackers LADCF DeepSTRCF SPC-MCCPF SiamVGG ECO C-COT Staple SRDCF  DSST KCF
EAO 0.3890 0.345® 0.361@ 0.286@ 0.280 0.267 0.169 0.119 0.079  0.135
Acc. 0.503 0.523@ 0.528® 0.5310 0.484 0.494 0.530@ 0.490 0395  0.447
R.Fail. 0.1590 0.215@ 0.252® 0318 0.276® 0318 0.688 0.974 1452 0.773

As shown in Table 2, we have carried out a statistical com-
parison on VOT2018 [33]. This several introduces several
new trackers which are outstanding in VOT2018, including
LADCEF [34], Siam VGG [35] and DeepSTRCEF [36], for more
comprehensive statistical comparison. As shown above, the
proposed SPC-MCCPF tracker ranks second in EAO, third
in Acc. and R.Fail.. The EAO value of SPC-MCCPF is 8.3%
smaller than the best one. The Acc. value of SPC-MCCPF
is 0.4% smaller than the second best value. And the R.Fail.
value of SPC-MCCPF is 17.2% higher than the second least
one. Consequently, the proposed SPC-MCCPF tracker has
obvious advantage over the state-of-the-art trackers, and has
achieved good performance in all three aspects of statistical
comparisons of VOT2018.

V. CONCLUSION

This paper presents a multi-cue correlation particle filter
tracker supervised by population convergence. Specifically,
we propose the genetic operation supervised by population
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convergence (SPC genetic operation for short) to supervise
the resampling process of particle filter by the degree of
population convergence. This resampling process can help
guarantee the sample diversity and global optimization abil-
ity of the correlation filter and provide more candidates
for our tracker to detect the object accordingly when the
response map gets fuzzy and difficult to identify. Meanwhile
we present the multi-cue feature extraction strategy through
the fuzzy logic theory to help provide more efficiency and
robust target features for our tracker. Extensive experimental
results on the OTB2015 and VOT2018 datasets have proved
the robustness and effectiveness of our tracker against the
state-of-the-art trackers.
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