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ABSTRACT In view of recent developments in fuel cell electric vehicle powertrain systems, Internet-based
geographically distributed test platforms for fuel cell electric vehicle powertrain systems become a devel-
opment and validation trend. Due to the involvement of remote connection and the Internet, simulation with
connected models can suffer great uncertainty because of packet loss. Such a test platform, including packet
loss characteristics, was built using MATLAB/Simulink for use in this paper. The simulation analysis results
show that packet loss affects the stability of the whole test system. The impact on vehicle speed is mainly
concentrated in the later stage of simulation. Aiming at reducing the effect of packet loss caused by Internet,
a robust model predictive compensator was designed. Under this compensator, the stability of the system is
greatly improved compared to the system without a compensator.

INDEX TERMS Fuel cell electric vehicle, powertrain system, Internet-based distributed test platform, packet
loss, robust model prediction compensator.

I. INTRODUCTION
With the continuous development of computers, as well as
network and communication technology, Internet technology
has become an effective solution for meager linkage in the
development process. With the development of ‘‘Industry
4.0’’ and ‘‘Internet+,’’ distributed test systems based on wire-
less network Internet have become a hot topic in research
and industrial fields [1], [2]. They have significant advantages
in completing complex, remote, and wide-ranging measure-
ment and control tasks. However, the quality of the operation
depends on the quality of the data transmission. Therefore,
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the quality of the network directly affects the performance of
test platforms.

In recent years, several research institutions and companies
have studied Internet-distributed test platforms. It is known
from the literature that the threshold for instability depends
on the specific configuration of the system and the combined
effects of other QoS (quality of service) parameters, namely
delay, jitter and packet loss. Packet loss means that data of
one or more data packets cannot reach the destination through
the network. There are two reasons for packet loss: one is
because the transmission channel is shared by multiple nodes
in the system, and the network bandwidth is limited, and
the number of sensors and actuators that can access data
with the controller at a certain time is limited. When the
load is large, data collisions, network congestion, and node
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failures often occur, and data collisions and node failures
will result in packet loss. The other is that in the real-time
control system, the system often discards the data packets that
have not arrived at a certain time, and then sends new data
to ensure the timely update of the signals and the validity
of the sampled data. Schreiber et al. analyzed packet loss
and delay in the existing network state [3]. Delay influences
the stability of the system. The possibility of application of
the distributed test platform is not optimized for stability.
Rahmani et al. studied a network-based hardware-in-the-loop
simulation control system, thus, a predictive control strategy
was carried out, but the authors found no other impact on
system stability [4]. Damo et al. developed a TPG (Total
Peripherals Group) software for fuel cell software-in-the-loop
technology [5]. Their research validated the feasibility of the
distributed test system. The software for the platform was
developed, the impact of data loss on system stability was
not studied or optimized.

Walker et al. studied the data loss problem in remote
operation of the Internet in the presence of delay [6]. The
results showed that the fidelity of a remote system would
not be significantly affected when the packet-loss rate (PLR)
was about 3%. Brudnak et al. [7] connected the motion-based
simulator and hybrid powertrain system with the Inter-
net employing a user diagram protocol (UDP), The PLR
remained at a low 0.1%; thus, stability was less affected.
In general, a higher PLR leads to a higher risk of instability.
Borella et al. analyzed Internet packet loss statistics and
found that most of the loss was due to bursts and consecutive
losses [8]. As can be seen from the above literature, packet
loss would degrade over time, which brought additional insta-
bility risks. It also affects the real-time performance of Inter-
net distributed systems.

For optimization of data packet loss, Tang et al. inves-
tigated the synthesis approach of output feedback model
predictive control (OFMPC) for nonlinear systems over net-
works where packet loss may occur simultaneously, a new
technique for refreshing the estimation error bound, which
plays the key role of guaranteeing the recursive feasibility
of optimization problem [9]. Based on robust least-square
approach, Wu et al carried out a parameter-dependent predic-
tive controller and an iterative algorithm to solve the packet
loss and uncertainty optimization problem for a networked
robotic visual servoing system [10]. Ju et al. presents a
dynamic optimization solution for the data packet-based com-
munication of programmable logic controller (PLC) visual
monitoring, and the objective is to improve the communi-
cation efficiency between a supervisory computer and field
PLCs in consideration of the network communication perfor-
mance, such as packet loss [11].

Existing research mainly focuses on delays in data
transmission of Internet based distributed test systems. The
studies focus on data packet loss are not enough to solve
stability problem of Internet based distributed test systems.
Our research direction for the data packet loss problem
is to assess the impact of packet loss. This paper focuses

on the optimization of methods to prevent data packet
loss.

In general, the Internet based distributed test system is a
relatively new technology in the field of modern validation
and testing. However, to achieve standardization and marke-
tization of the technology, analysis and optimization issues
regarding Internet data packet loss on system stability are
necessary. This paper presents a study of the data packet
loss problem of distributed FCEV powertrain systems and
carries out an analysis on the influence of data packet loss
on the stability of the system with an emphasis on system
optimization designed to minimize this problem.

II. SYSTEM MODELING
Tongji University in Shanghai, China and Karlsruhe Institute
of Technology (KIT) in Karlsruhe, Germany jointly devel-
oped a distributed test platform for an FCEV powertrain
system [12]–[14]. The objective was to remotely connect
the distributed platform’s developed environment and data
transfer capability between two computers—one in China at
Tongji University and the other in Germany at KIT. Since
we tried to compare the results from different connection
settings, the test platform components of each developer
were placed on both sides of the virtual or physical model
as a configuration requirement. The whole structure of this
distributed test platform is shown in Figure 1.

FIGURE 1. Structure of the distributed test platform for FCEV powertrain
systems.

According to the structure, the virtual models or hard-
ware on both sides flexibly combined. Aimed at packet loss
research, on the Chinese side of the driver model, the electric
control unit (ECU), battery and fuel cell models were chosen.
While on the German side, the drivetrain and vehicle models
were chosen.
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The vehicle model parameters are listed in Table 1.

TABLE 1. Vehicle parameters.

Proton exchange membrane fuel cells (PEMFC) use
hydrogen and oxygen to generate electrical energy through
electrochemical reactions [15], [16]. The fuel cell’s work-
ing mechanism cannot be described by a simple mathemat-
ical formula. The fuel cell subsystem’s complexity made
its dynamic response worse and was adversely affected by
the surrounding work environment. A simplified model was
established with reference to the models of [17], [18]. Param-
eter identification and data fitting are common methods to
improve the accuracy of the simplified model and make its
applicability easier to understand. When the load current
changed, due to the charging effect, the fuel cell’s bipolar
plate surface produced a slowly changing voltage. The param-
eter values of the fuel cell model are shown in Table 2.

TABLE 2. Fuel cell values.

The battery made up for the lack of dynamic response of
the fuel cell and absorbed the energy of the brake [19]–[21].
Here a packaged ternary polymer lithium battery model was
used. Battery and fuel cell were connected in parallel, using
a power following strategy. In this paper, the analytic model
of the battery was used. Battery current and temperature were
input, and the output was voltage and state-of-charge (SOC).
By stationary state the charging mode of our vehicle was
a constant current-constant voltage (CC-CV) cycle. For this
battery model, the following assumptions are accepted: the
internal resistance of the battery model is constant, that is,
the internal resistance value is kept constant during the charg-
ing and discharging of the battery, and is also independent of
the charge and discharge current; there is no memory effect
in the battery. The parameter values of the battery are shown
in Table 3.

The electric motor model was a quasi-steady-state model.
The electric motor values are shown in Table 4.

TABLE 3. Battery values.

TABLE 4. Electric motor values.

The FCEV powertrain system mathematical model in the
time domain was carried out. While this system was a multi-
input, multi-output and nonlinear system, after appropriate
simplification it was abstracted into a linear constant control
system. Its system space state equation is as follows:{

ẋ = Ax+ Bu
y = Cx+ Du (1)

where state variables x =
[
1U Ub Im

]T, input variables
u =

[
If Pmin

]T, output variables y = [
Ubusls 0

]T, and the
coefficient matrix are expressed as:

A =


−

1
Tf

0 0

0 0
1
C

0 0 −
1
Tm

 ; B =


Kf
Tf

0

−
1
C

0

0
Km
Tm

 ;

C =
[
0 1 R
0 0 0

]
; D =

 0 0
0 0
0 0

 .
III. ANALYSIS OF THE IMPACT OF PACKET LOSS
A. NETWORK STATUS TEST
In order to accurately understand the network status between
China and Germany, the network transmission status between
Tongji and KIT was tested with the Collet Ping tool. The test
results are shown in the Table 5.

According to test results, the round-trip time of the data
packet varied due to the network load and was concentrated
in 360 ms most of the time. The data PLR was below 5% in
most cases.

B. PACKET LOSS MODEL BASED ON MARKOV RANDOM
PROCESS
In order to build a packet loss model, the packet loss pro-
cess should be described. The random packet loss pro-
cess is described as follows: Assume that the zero-order
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TABLE 5. Sino-german network status test results.

keeper successfully received the data packet at the time
ik (k = 1, 2, · · ·), and 2 = {i1, i2, · · ·} is the sub-sequence
of {1, 2, 3, · · ·}, here ik indicated that the data packet arriving
at the zero-order keeper for the k time corresponds to the data
of the sampler time. The number of consecutive packet losses
between two successful transmissions can be calculated as:

η(ik ) = ik+1 − ik , ikε2 (2)

Maximum packet loss upper bound is

s = max
ik∈2
{η (ik)} = max

ik∈2
{ik+1 − ik} (3)

If ∀k ∈ Z+, ik+1 − ik = 1, no packet loss happens. Let
i0 = 0 then

∞⋃
k=0

[ik , ik+1) = [0,∞) (4)

The packet loss process is defined as Eq. (2) and met
η(ik ) ∈ S = {1, 2, · · · s}. If any data packet loss was random
and it took value in 2, this data packet loss process was

a Markov process, which is a discrete-time homogeneous
Markov chain in probability space, and its transition prob-
ability matrix is ∏

= (pij) ∈ Rs×s (5)

For all i, j ∈ S

pij = P {η(ik+1) = j |η(ik = i) } ≥ 0 (6)

The Markov packet loss process was seen as a special case
of arbitrary packet loss.

Network packet loss is a random event. A random variable
X is set to represent the packet event.{

X = 0 ‘‘no packet lost ’’
X = 1 ‘‘a packet lost ’’

(7)

P represents a probability from 0 state to 1 state, denoted
as P01, Q represents a probability from 1 state to 0 state.

P(X = 1 |X = 0)

=
The number of packet loss events
The number of 0 state appears

(8)

P(X = 0 |X = 1)

=
The number of packet loss events
The number of 1 state appears

(9)

Here 1 − P represents P00, i.e. P (X = 0|X = 0),
1−Q represents P11, i.e. P (X = 1|X = 1). The relationship
of these events is shown in Figure 2.

FIGURE 2. Markov loss probability function.

Let P1 represent total packet loss rate (ulp). P11 is recorded
as clp. P0 represents the total average no packet loss rate. The
calculation of each is given as:

P0 =
1
P

1
P +

1
Q

−
Q

P+ Q
(10)

P1 = 1− P0 =
P

P+ Q
(11)

Q = 1− clp (12)

P =
ulp(1− clp)
1− ulp

(13)

The probability geometric distribution of continuous
packet loss length K is

P (Y = K )

= P(X = 1 |X = 1)k−1P(X = 0 |X = 1)

= clpk−1(1− clp)

= (1− Q)k−1Q (14)
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The mathematical expectation of Y is

E(Y ) =
∞∑
k=0

kP(Y = k)

=

∞∑
k=0

k · clpk−1(1− clp)

=
1
Q

(15)

Based on the Markov random process and the network
quality test between the Chinese and German sides, the con-
tinuous packet loss length and packet loss times are shown
in Table 6.

TABLE 6. Continuous packet loss length.

Therefore, the probability of packet loss can be calculated
as shown in Table 7.

As shown in Table 7, the PLR of the test period was 0.021,
and the correlation between packet loss events was not strong.
The probability of occurrence for each packet loss event was
a random event. Continuous packet loss length was 1.499,
indicating that packet loss tended to single packet loss.

TABLE 7. Packet loss parameter value.

C. POWERTRAIN SYSTEM SIMULATION WITH PACKET
LOSS
According to the actual measurement of network status
results between China and Germany, especially the packet
loss status, the performance of the distributed test platform
was analyzed. As shown in Figures 3-4, the simulation results
clearly reflect the impact of data packet loss on output speed.

The trends show that the impact of data packet loss on
vehicle speed was mainly concentrated in the high speed and
ultra-high speed range. When the data PLR exceeded 5%,
the output speed exceeded the error tolerance range. Output

FIGURE 3. Trends of vehicle speed over time at different data packet loss
rates.

FIGURE 4. Trend of vehicle speed at different data packet loss rates.

speed fluctuations occurred at both normal speed and high
speed moments. In response to this phenomenon, it was
necessary to optimize the impact due to data packet loss.

IV. OPTIMIZATION APPROACH WITH ROBUST MODEL
PREDICTIVE COMPENSATOR (RMPC)
A. DESIGN OF COMPENSATOR
In order to facilitate the study of the impact of data packet loss
on the stability of the FCEV powertrain system’s distributed
test platform, the platformwas simplified to a network control
system based on an RMPC (robust model predictive control),
where x and u were the input and output of the actuator,
and xc, uc were the input and output of the controller. Since
the controller and the actuator were connected through the
Internet, in the process of data packet transmission, data
packet loss occurred due to network congestion. The system
state equation is{

x (k + 1) = A (δ (k)) x (k)+ Bu (k)
y (k) = Cx (k) (16)

Here δ (k) is the system uncertainty parameter

δ (k) ∈ 1 ,
{
δ =

[
δ1, · · · , δg

]T
: δj ∈

[
aj, bj

]}
(17)

The system uncertainty matrix satisfies the following form

A (δ (k)) =
L∑
j=1

λj (δ (k))Aj (18)

Here,
L∑
j=1
λj (δ (k)) = 1, λj (δ (k)) ≥ 0, j = 1, · · · ,L

which requires that we set the following to express data loss:

xc =
{
x (k) no data loss
x (k − 1) data loss

(19)

For data packet loss in the system, two random sequences
{α1 (k)} and {α2 (k)} were introduced to describe the data
packet loss. {α1 (k)} was the description of packet loss
between actuator and controller, {α2 (k)} was the description
of packet loss between controller and actuator. Therefore,

xc (k) = α1 (k) x (k) ,u (k) = α2 (k)uc (k) (20)
Prob {α1 (k) = 1} = E {α1 (k)} = α
Prob {α1 (k) = 0} = 1− α
Prob {α2 (k) = 1} = E {α2 (k)} = β
Prob {α2 (k) = 0} = 1− β

(21)

Here 0 < α, β ≤ 1.
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To simplify the equation of state based on data packet loss,
another random number sequence e (k) was introduced e (k) = α1 (k) α2 (k)

Prob {e (k) = 1} = E {e (k)} = ē = αβ
Prob {e (k) = 0} = 1− αβ

(22)

Here, 0 < ē ≤ 1.
Equation (20) can now be rewritten into the following form

xc (k) = αβx (k)+ (1− αβ) x (k − 1) (23)

Consider the following state feedback controller

u (k) = K (k) xc (k) (24)

Here, K (k) was the controller gain that needed to be
designed.

Therefore, the equation (16) was organized into the follow-
ing form x (k + 1) = [Aδ (k)+ αβBK (k)] x (k)

+ (1− αβ)BK (k) x (k − 1)
y (k) = Cx (k)

(25)

In this paper, the output feedback robust predictive control
is adopted. The output feedback is a robust model predictive
control (RMPC), which is represented by a robust predictive
compensation algorithm combining the robust predictive con-
troller and the output feedback controller.

B. ROBUST MODEL PREDICTIVE CONTROL (RMPC)
First, define x (k + i|k) and y (k + i|k) as the predicted value
of the system at time k to time k + i.

uc (k + i|k) = K (k) xc (k + i|k) , i = 0, 1, 2, · · · (26)

The performance indicators considering RMPC follow:

J∞ (k)

= max
δ(k+i)∈1,i≥0

E

{
∞∑
i=0

(∣∣∣x (k+i|k)2Q+u (k+i|k)2R∣∣∣)
}

(27)

Here Q and R are a symmetric positive definite matrix.

C. PREDICTIVE CONTROLLER DESIGN
Assume that the state of the discrete control system is mea-
surable, x (k|k) is the state quantity of the system measured
at time k , and the input and output of the system are uncon-
strained. If a given symmetric positive definite matrix is satis-
fiedQ > 0,R > 0, andZj,Gj,Xj > 0, γ > 0, then the packet
loss compensation strategy makes the performance index of
the RMPC upper bound as V (k|k) satisfies Equation (28)
and (29). [

1 ∗

x (k|k) Xj

]
≥ 0, j = 1, 2, · · · ,L (28)

GTj + Gj − Xj ∗ ∗ ∗ ∗

AjGj + ēBZj Xl ∗ ∗ ∗
√
ē (1− ē)BZj 0 Xl ∗ ∗
√
QGj 0 0 γ I ∗
√
ēRZj 0 0 0 γ I

 > 0 (29)

where j = 1, 2, · · · ,L, l = 1, 2, · · · ,L.

In addition

J∞ (k) ≤ V (k|k) ≤ γ (30)

V (k + i|k) = |x (k + i|k)|2P(δ(k+i)) (31)

P (δ (k + i)) =
L∑
j=1

λj (δ (k))Pj (32)

Pj = γX
−1
j (33)

The packet loss compensation controller feedback matrix
is given as:

K (k) =
L∑
j=1

λj (δ (k))Kj (34)

and

Kj = ZjG
−1
j (35)

The operational flow of the RMPC algorithm was:
Step 0: Set k = 0.
Step 1: Measure x (k|k) = x (k) and δ (k).
Step 2: If x (k|k) is transferred from the actuator

to the controller, then solve the optimization problem
min

Gj,Xj,Zj
γ, s.t.41, 42, and calculate K (k); otherwise, go to

Step 4.
Step 3: Apply the control amount u (k) = K (k) x (k) to

the control system.
Step 4: Set k = k + 1, and go to Step 1.
The space state equation of the powertrain system dis-

tributed test platform is shown in Equation (1), and the state
equation is discretized, as shown in Equation (36).

x (k + 1) = A (α (k)) x (k)+ B (k)u (k) (36)

Since the Internet-based powertrain system has no uncer-
tainty parameter, α (k) can be a constant, and Equation (36)
can be organized into

x (k + 1) = Ax (k)+ Bu (k) (37)

D. SIMULATION ANALYSIS
To set the initial state vector xT =

[
0 0 0

]T , the simulation
duration is 1800 s, the sampling period is 0.001 s, and the
symmetric positive definite matrix is given as

Q =

 1 0 0
0 1 0
0 0 1

 , R =
[
0.1 0
0 0.1

]
(38)

When ē = 0.5 was set, the system was simulated and
analyzed. The simulation results were used to obtain the
success of the data packet transmission during the system
simulation process, as shown in Figure 5.

Another important result of the simulation was the value of
the state feedback compensator K as shown in Figure 6.
The effects of system simulation on the stability of the

system under the action of an RMPC based on state feedback
compensation are shown in Figures 7 and 8.
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FIGURE 5. Data packet loss status.

FIGURE 6. Value of the state feedback compensator K .

FIGURE 7. Relationship between 5% data packet loss rate (PLR) and
0 PLR as well as vehicle speed.

FIGURE 8. Speed difference of 5% data PLR and 0 PLR.

As shown in Figure 7, in the case of a data packet loss
rate (PLR) of 5%, during the entire test period, after the
optimization of RMPC, the output vehicle speed was close
to the output speed of the ideal state. To compare the opti-
mization effect, the output vehicle speed in the ideal state was
taken as the reference vehicle speed. For the data PLR of 5%,
the differences between the speed of RMPC, the unoptimized
speed, and the reference vehicle speed are shown in Figure 8.
The optimization strategy of RMPC made the difference
between the output vehicle speed, and the reference vehicle
speed fluctuated around 0. Compared with the unoptimized
state, the optimization effect is more obvious.

To further analyze the optimization effect of RMPC, this
paper compares the difference between the output speed
of RMPC and the reference vehicle speed, and the differ-
ence between the output speed of the non-robust predictive

compensator and the reference vehicle speed, and then plots
the speed optimal values, as shown in Figure 9.

FIGURE 9. RMPC optimization quality.

Figure 9 shows RMPC playing an optimization role in the
low-speed, medium-speed, high-speed and ultra-high-speed
sections of the test conditions. The degree of optimization
also increased with the increase of the vehicle speed, espe-
cially in the ultra-high-speed section. The optimization strat-
egy of RMPC played a significant role, and the maximum
optimized amplitude reached 2 km/h.

As seen in Figures 7, 8, and 9, when the control system
was connected with the Internet, if the system had a data PLR
of 5%, the stability of the system was greater with RMPC
strategy.

V. CONCLUSION
The Internet-based distributed test platform is a develop-
ment trend of future vehicle test validation. The reliability
of the test platform is an important research direction for the
distributed test platform. In this paper, the theoretical and
simulation analysis of data packet loss on the stability of
Internet-based distributed test platforms during Internet data
transmission was carried out. The analysis found that data
loss had an impact on vehicle speed over the entire test sys-
tem. Especially when the data PLR exceeded 5%, the impact
on system stability could not be ignored. The results of this
study provide a powerful theoretical basis for the optimal
design of Internet-based distributed test platforms.

Based on this research, a robust model predictive compen-
sator with state compensation was designed. Under the action
of the predictive compensator, its optimization ability for
the Internet-based distributed test platform was validated by
simulation analysis. RMPC effectively improved the stability
of the system. Compared with the Internet-based distributed
test platform without the predictive compensator, it greatly
improved the system performance of the Internet-based
distributed test platform.
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