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ABSTRACT Delay Tolerant Networks (DTNs) are novel wireless mobile networks, which suffer from
frequent disruption, high latency, and the lack of a complete path from source to destination. Vehicular Delay
Tolerant Network (VDTN) is a special type of DTNs with vehicles as nodes. In VDTN, most nodes have
specific movement patterns, however, traditional routing algorithms in DTNs do not take this characteristic
into considerations very well. In this paper, a new routing algorithm based on Bayesian Network (BN) is
proposed to construct the prediction model, which intends to predict the movement patterns of nodes in the
real VDTN scenarios. Firstly, a comprehensive BN model is established, where more attributes of nodes are
selected to improve the accuracy of the model prediction. Then, considering the complexity of the structure
learning problem of BN, a novel structure learning algorithm, K2 algorithm based on Genetic Algorithm
(K2-GA), is proposed to search the optimal BN structure efficiently. At last, Junction Tree Algorithm (JTA)
is adopted in the inference of BN, which can accelerate the inference process through variable elimination
and calculation sharing for large scale BN. The simulation results show that the proposed VDTN routing
algorithm based on the BN model can improve the delivery ratio with a minor forwarding overhead.

INDEX TERMS Vehicular delay tolerant network, routing algorithm, Bayesian network, genetic algorithm,
optimization.

I. INTRODUCTION
Traditional networks rely on end-to-end paths from source
to destination and special network protocols (such as
TCP/IP or UDP) to transmit data in minimal delay and high
reliability. However, this scheme does not work once the
end-to-end paths are broken by sudden and tragic disasters
including earthquakes, tsunamis, etc. Hence, Delay Tolerant
Networks (DTNs) are proposed to cope with the lack of con-
nectivity between source and destination [1]. Such networks
have been applied in various fields, including the interplan-
etary internets [2], underwater sensor networks [3], mobile
ad-hoc networks [4] and wireless sensor networks [5], etc.
In DTNs, the store-carry-forward strategy is often adopted to
deliver messages [6]. In this routing scheme, messages are
carried by the source or intermediate nodes, which will keep
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moving until they meet the destination node or other nodes
having the capability to deliver the messages as relays, and
then transmit the messages to them. Vehicular Delay Tolerant
Network (VDTN) is a new type of wireless network derived
from the combination of DTNs and vehicular network [7].
It takes advantage of the opportunities that vehicles meet each
other to transmit messages. Due to the high-speed movement
of vehicles, the contact time of vehicles is short and limited.
Therefore, a novel routing protocol with optimal performance
is required to solve the problem.

The well-known routing algorithms in DTNs include Epi-
demic [8], Spray and Wait [9], Prophet [10], etc. Epidemic
algorithm is based on flooding strategy, which is guaran-
teed to get the optimal path for messages delivery with the
shortest delay, because it utilizes all available communication
paths to deliver messages. However, flooding in the network
may result in tremendous congestion. Although Spray and
Wait improves the Epidemic algorithm through limiting the
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number of replicas of a given message, the delivery ratio
is also limited and the delay is increased significantly.
Prophet algorithm takes the historical information of nodes
movement into account to determine the likelihood that a
node will encounter other nodes. Nevertheless, in VDTN,
vehicles usually have specific movement patterns, (e.g., pub-
lic transport buses are governed by route and time schedules,
personal cars tend to follow regular trajectories, and taxis
reflect the hot spots of individual mobility, etc.), but Prophet
does not take the vehicle movement patterns into considera-
tion very well, and Community-based Bus System (CBS) is
only for public buses [11]. With the popularity of machine
learning in recent years, many machine learning algorithms
have been applied to DTNs such as decision tree [12],
reinforcement learning [13], [14], Artificial Neural Network
(ANN) [15] and Naive Bayesian (NB) classification model
[16], [17], etc. However, decision tree and ANN are prone to
the over-fit problem, and reinforcement learningmay result in
a large number of copies in DTNs. NB classification model is
a simple and effective classification model, but its conditional
independence assumption makes it unable to express the
dependency among attributes and reduces the classification
accuracy. On the contrary, the Bayesian Network (BN) [18]
represents a set of attributes and their conditional dependen-
cies via a probabilistic graphical model, thus can improve
the accuracy of inference significantly. According to our
previous work [19], a routing algorithm based on BN was
proposed for VDTN, which utilizes the BNmodel to preserve
the dependency of the attributes of node (e.g., location, time,
contact, etc.) and obtain themovement patterns. However, BN
structure learning and inference algorithm proposed in [19]
are preliminary yet. In order to obtain the optimal structure
of BN, more advanced structure learning algorithms need
to be adopted. The K2 algorithm [20] has been proven to
be efficient and accurate for BN structure learning. But, for
searching the global optimal BN structure, K2 algorithm need
to iterate all the attribute variables ordering, which is a NP-
hard problem. Therefore, in this paper, we propose a new
structure learning algorithm called K2-GA that combines
K2 algorithm with Genetic Algorithm (GA) to search the
optimal BN structure efficiently. Besides, there are many
classical exact inference algorithms for BN, among which
Junction Tree Algorithm (JTA) is the fastest and most widely
used for BN [21]. We choose the JTA to calculate the prob-
ability according to the BN model. Furthermore, the reward
mechanism based on the ant colony algorithm in [19] may
cause the reward value of the source node to be much higher
than that of all relay nodes, which causes the source node will
no longer transmit any message to the relay nodes. Therefore,
we also improve the reward mechanism in this paper.

The main contributions of this paper are as follows:
1) A new BN model is proposed, where more attributes

of nodes are introduced to predict the delivery ability
of nodes accurately. These attributes are supposed to
be able to reflect the movement patterns, which will
reduce the number of copies of messages in VDTN.

In addition, the reward mechanism based on the ant
colony algorithm is improved.

2) A new structure learning algorithm, named K2-GA,
is proposed, which combines K2 algorithm with
genetic algorithm to search the optimal BN structure
efficiently.

3) The JTA algorithm is adopted, which can accelerate
the inference process through variable elimination and
calculation sharing, and is more feasible for inference
based on the joint distribution in large scale BN.

The rest of this paper is organized as follows: Section II
presents a brief overview of related work. Section III provides
a detailed description of our BN model in VDTN. Section IV
presents a comprehensive illustration of K2-GA algorithm.
The JTA algorithm is introduced in Section V. In Section VI,
the simulation results are discussed, and finally, the paper is
concluded in Section VII.

II. RELATED WORK
Delay tolerant networks are wireless mobile networks,
which lack of continuous connections, but only exist oppor-
tunistically connections among nodes. DTNs are intended
to deal with scenarios involving intermittent connectivity
between adjacent nodes, lack of contemporaneous end-to-
end links, exceptionally high delays and error-rates. To solve
these problems, many DTNs routing algorithms have been
proposed. These routing protocols are generally divided
into two categories: forwarding-based and replication-based.
Forwarding-based routings can conserve resources, because
only one copy of a message exists in the network. However,
the performance of the routing scheme is poor in latency and
delivery ratio, because it does not fully utilize the message
buffer of nodes. First Contact is a forwarding-based routing
protocol where nodes only forward the message copies to the
first encounter node [22]. Direct Delivery routing protocol
forwards messages only when the destination node is encoun-
tered [23]. Although reducing the excrescent message copies
and saving the buffer, the forwarding-based routing scheme
limits the message delivery.

Replication-based routings may increase the delivery ratio
and reduce the delivery delay as much as possible, because
multiple copies of a message exist in the network. However,
this scheme will consume network resources and increase
the overhead. Epidemic is one of the classic flooding rout-
ings for DTNs, which replicates message copies for all con-
tacted nodes until the messages reach their destinations [8].
However, massive network resources arewasted by delivering
the redundant copies of messages. This strategy can achieve
the highest message delivery rate and the lowest delivery
delay when nodes have large message buffer and the network
has high bandwidth. The Spray andWait is an improvement of
the Epidemic algorithm, which limits the number of replica-
tion copies to reduce the overhead of delivering messages [9].
In Spray andWait, a binary quota allocation scheme is usually
adopted to allocate half of the quota from the current message
to a new replicated message in spray phase, which has been
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proved to be effective for homogeneous DTNs where contact
rate between any pair of nodes is nearly equal. All above
algorithms are based on the assumption that the movement of
the node is completely random. However, in real scenarios,
the movement of nodes is often predictable. Prophet routing
continuously estimates the probability of successful message
forwarding according to the historical information of the
encounter and transmission [10]. Copies of the message may
be replicated to the optimal neighbor node that has higher
delivery probability.

In [11], a Community-based Bus System (CBS) is pro-
posed as routing backbone of VDTN. CBS is composed of
a community-based backbone and a two-level (i.e., the inter-
community level and the intra-community level) routing
scheme over the backbone to support message delivery to
both mobile vehicles and specific locations/areas. Despite
this, CBS is only for bus system and just considers the move-
ment pattern of buses.

With the boom of machine learning, many machine learn-
ing methods have been applied to DTNs. As mentioned
above, the node movement is not completely random and
predictable. Routings based on the machine learning can
make full use of network topology and movement patterns
and provide link state information for message delivering.

In [12], a Machine Learning-based Prophet routing pro-
tocol (MLProph) is proposed, which makes use of neural
network and decision tree to train itself based on past net-
work routing data and some contextual parameters such as
hop count, buffer capacity, speed, energy, and number of
successful deliveries. Based on these, the probability that a
node is selected as next forwarder of a message is determined.
However, the decision tree and neural network are prone to
the over-fit problem.

Delay Tolerant Reinforcement-Based (DTRB) routing [13]
is a replication-based routing protocol for DTNs. It utilizes
multi-agent reinforcement learning techniques to learn about
routes in the network and forwards or replicatesmessages that
produce the best reward. In the DTRB framework, rewards
are associated with the time of the messages reaching to the
destination. It is shown that DTRB improves the delivery
ratio in dense population areas. However, using Q-learning
in DTNs may suffer a large penalty, because it may produce
a positive bias by using the maximum Q-value as the approx-
imation of the maximum expected rewards.

Li et al. [14] proposed a reinforcement-learning-based
hierarchical protocol called QGrid to improve the mes-
sage deliver ratio with minimum possible delay and hops.
Q-learning is used to find the optimal action-selection strat-
egy forMarkovDecision Process (MDP) even when the agent
does not have prior knowledge about the effect of its actions
on the environment. However, the QGrid protocol does not
take into account the topology characteristics of the dynamic
network and the attributes of the vehicules, which also affect
the efficiency of the routing protocol.

Segundo et al. [15] proposed an ANN model to predict
the next node and the moment of contact. The predictor

based on an ANN trained with historical data extracted from
synthetic traces provides a high hit rate for next node and
next moment of contact. Nevertheless, the initialized weights
and threshold of ANN are difficult to be configured, and this
model requires repeated training to determine the network
structure and various parameters.

Ahmed and Kanhere [16] introduced a Naive Bayesian
classifier in DTNs, and the simulation suggests that the NB-
based routing algorithm can achieve a great performance.
However, NB is based on the conditional independence
assumption. It does not take the dependency among attributes
into account, but such dependency certainly exits in the real
environment.

In [17], an architecture of a machine learning based router
is proposed for delay tolerant space networks, and two
machine learning methods are used to supplement the routing
decisions of the Contact Graph Routing (CGR) algorithm,
where Naive Bayesian classifier is used for the prediction
of reliability of each candidate relay node and Q-learning
routing is used for the estimation of the end-to-end delivery
delay of routing. But, the delay tolerant space network is quite
different from VDTN, and both these two machine learning
methods in CGR need to be improved further.

Liang et al. [18] proposed the concept of adaptive routing
based on BN according to application characteristics in DTN,
which means that before transmitting data, a suitable routing
protocol is decided to use in order tomeet application require-
ments and to achieve better network performances. However,
their BN model focuses on the choice of different routing
protocols, not on the scheme of message forwarding.

In [19], a VDTN routing algorithm is proposed, where
Bayesian network is adopted to evaluate the delivery level of
nodes. However, the BN structure learning method is based
on the mutual information of each pair of attributes, which
is greedy algorithm and can only obtain the local optimal
structure of BN. The inference method in the paper is based
on the joint distribution, which is not feasible when there are
many variables in BN. Besides, its reward mechanism may
cause the reward value of the source node to be much higher
than that of all relay nodes after the algorithm runs for a
period of time, which causes the source node will no longer
transmit any message to the relay nodes.

Therefore, in this paper, we propose the K2-GA algorithm
to search for the global optimal network, utilize JTA inference
algorithm to accelerate the inference procedure in large scale
BN, and improve the rewardmechanism to alleviate the above
problems.

III. SYSTEM MODEL
The Bayesian network is a graphical model that encodes
the joint probabilistic relationships among a set of random
variables. It is comprised of two components. The one is the
Directed Acyclic Graph (DAG), i.e., G = (V ,E), where V
is the set of nodes representing the random variables, and
E is the set of ordered pairs of distinct elements of V , which
represents the dependent relationship among these variables.
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TABLE 1. List of notations.

The elements of E are called edges (or arcs), and a direc-
tional edge indicates the dependency between two variables.
The other component is a set of Conditional Probability
Tables (CPTs) that quantify the joint probability distributions
of nodes in G. As an important method in machine learn-
ing, BN is usually used as a classifier. Thus, in this paper,
we propose a classification model based on BN to estimate
the ability of nodes for delivery messages in VDTN. In order
to describe our model and algorithm in clarity, we provide a
list of notations as Table 1.
In VDTN, when the source node ns generates a message

and wants to send the message to the destination node nd , it is
obvious that there exists more than one path consisting of a
series of nodes through which the message can be transmitted
from the node ns to nd . Then, the question is how to find the
shortest path. It has been seen that Epidemic routing algo-
rithm based on flooding strategy can always find the optimal
path for message delivery with the shortest delay, because
all available delivery paths are used to transmit the message.
However, a large number of redundant message copies con-
sume network resources and increase the overhead. Since the
relay nodes belonging to the shortest path often have great
ability to transmission messages, in this section, we propose
a classifier with BN model to evaluate the ability of node for
transmitting messages to destination. Firstly we introduce the
attributes selection to determine the variables for constructing
the Bayesian network. Besides these observable variables,
we also define a variable to measure the transmission ability

of nodes, which is updated dynamically based on the ant
colony optimization method [24].

The details of attributes selection and classification metric
are as follows.

A. ATTRIBUTES SELECTION
The nodes in the BN model are the attributes of nodes
in VDTN, which are closely related to the forwarding of
messages. Therefore, we need to choose the appropriate
attributes before we collect the training data. The selected
attributes in this paper can be described by a vector X =
{X1,X2,X3,X4,X5,X6,X7}
• X1 = Region Code < R1,R2, . . . ,Rk1 >, representing
the area in which the node in VDTN is located when
its message is forwarded. The entire area is divided into
k1 rectangular grids, and each grid has the same size and
distinct identifier. In this paper, the entire area is 35 km
× 25 km, then it is divided into 35 grids, and the size of
each grid is 5 km × 5 km.

• X2 = Time Slot < T1,T2, . . . ,Tk2 >, indicating the
time slot when message is forwarded. This metric has
been selected because vehicle has different movement
patterns in different time periods of one day. We are
supposed to discrete time periods according to the avail-
ability of historical data. In this paper, the granularity
of the time slots is 30 min. Therefore, there are 24 time
slots to distinguish the different periods since we focus
on a 12 hours period from 7 am-7 pm.
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• X3 = Movement Angle < A1,A2, . . . ,Ak3 >, represent-
ing themovement direction of vehicle at the time ofmes-
sage forwarding. Since the vehicle can move in different
directions in geography, in this paper, we divide all
feasible movement angles into 8 discrete directions (i.e.,
north, south, east, west, northeast, southeast, northwest
and southwest), that is, the granularity of the movement
angle is π4 .

• X4 = Average Inter−contact Interval< I1, I2, . . . , Ik4>,
indicating the average interval of the encounter among
nodes in VDTN. In this paper, based on the historical
data set, we let the maximum value of the average
inter-contact interval be 3000 s and the granularity be
300 s. The average inter-contact interval is divided into
10 slots. For a vehicle node, the smaller the value is,
the better the forwarding ability the node gets.

• X5 = Velocity < V1,V2, . . . ,Vk5 >, signifying the
moving velocity of the node in VDTN. According to the
historical data set, we get that the maximum velocity is
120 km/h of all vehicles, and we let the granularity be
24 km/h. Therefore, there are 5 velocity grades.

• X6 = Path Id < U1,U2, . . . ,Uk6 >, indicating the
routes on which the vehicle is traveling. It is a common
situation that vehicle usually has a fixed route and
specific movement patterns in VDTN, e.g. bus routes.
Different vehicles may travel along the same route,
so they have the same path Id. the attribute can preserve
the specific behavior of vehicles.

• X7 = Delivery Level < L1,L2, . . . ,Lk7 >, signifying
the ability of transmitting messages to destination. The
node with higher delivery level has greater ability to
transmit messages successfully.

Among the above-mentioned attributes, X1, X2, X3, X4, X5
and X6 are observable attributes, which are used as the evi-
dence variables. X7 is an unobservable attribute, representing
the ability of transmitting messages to the destination, and is
used as the inference key.

B. CLASSIFICATION OF X7
Ant colony algorithm is a probabilistic algorithm to find the
optimal path. In [19], we apply the algorithm to distribute
every node a reward value, which plays a role of metric
signifying the ability for message delivery in DTNs. A mes-
sage is generated by a source node, forwarded through the
relay nodes, and finally delivered to the destination. At this
time, the destination node broadcasts a small ACK message
containing all Ids of relay nodes in the delivery path. And the
node whose Id is included will get a certain reward named
delivery reward, once the ACK message is received.
Let m indicate the mth message successfully delivered

through node ni, Om and ψd be the routing path and the
delivery reward of the message, respectively. Moreover, sup-
pose θni,m denotes the order of node ni in the routing path
Om and Nm represents the total number of hops of Om,
i.e., Nm = |Om| − 1. In this paper, the delivery reward ψd
is distributed to each relay node according to the order of the

node in Om. The closer the relay node is to the destination
node, that is, the larger the order of the relay node in the
routing path, the greater the delivery reward it will obtain.
Since

∑
ni∈Om θni,m = 1+ 2+ · · · +Nm = [Nm(Nm+ 1)]/2 ,

the node ni should be distributed the certain delivery reward
by 2θni,mψd/[Nm(Nm+1)]. Therefore, we can see that the sum
of delivery reward of all relay nodes is equal to ψd . By this
method, the delivery reward assigned to the source node ns
is less than that of other nodes in Om, which alleviates the
problem in [19] and increases the robustness of the reward
mechanism greatly. In addition, the relay node with higher
delivery reward is closer to the destination node, thus has a
higher probability for message forwarding in a shorter path.
For example, as shown in Fig. 1, the destination node nd

has received two messages from node ns at time slot T1,
where the two messages are delivered through the path 1 :
ns → n1 → n2 → n3 → nd and path 2 : ns →
n4 → n5 → nd , respectively. Let ψd = 600. According
to path 1, Om = {ns, n1, n2, n3, nd } and Nm = 4. Thus,
θns,m = 1 and the reward of node ns increases by (2 × 1 ×
ψd )/(4 × (4 + 1)) = 60, θn1,m = 2 and the reward of
node n1 increases by (2 × 2 × ψd )/(4 × (4 + 1)) = 120,
etc. Similarly, according to path 2, the reward of node ns
increases by (2× 1×ψd )/(3× (3+ 1)) = 100, the reward of
node n4 increases by (2 × 2 × ψd )/(3 × (3 + 1)) = 200,
etc. From the above, ns always get the minimum reward
in Path 1 and Path 2, and the total reward obtained by ns
(i.e., 160) is still lower than that of n2, n3, n4, n5, which
alleviates the problem in [19] and increases the robustness
of the reward mechanism greatly. It can be concluded that
the shorter the path of delivering message successfully is,
the more reward the nodes can obtain. And the relay node
closer to the destination can get more reward.

FIGURE 1. An example of the delivery reward.

In addtion, since the contact between nodes is helpful
for the message forwarding in VDTN, we introduce another
reward named contact reward. When a node encounters with
another, they both are supposed to be assigned a certain
contact reward ψc. Therefore, combining the delivery and
contact rewards, we can obtain the reward of a node inVDTN.
Let ψni (t) denote the reward of node ni at time slot t . Then,
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the update rule of ψni (t + 1) can be illustrated by (1).

ψni (t + 1) = (1− ρ)ψni (t)+ cni (t)ψc

+

rni (t)∑
m=1

(
2θni,m

Nm(Nm + 1)
ψd ) (1)

where ρ is the ageing coefficient, which makes the reward
value of a node age over time as same as the ant colony
algorithm and ρ ∈ [0, 1], cni (t) denotes the number of other
nodes encountering with node ni during time slot t , rni (t)
is the total number of delivered messages through node ni
during time slot t .

Thus, the improved rule of (1) updates the reward value
dynamically according to message delivery, encounter fre-
quency and time. Since the reward changes with the move-
ment of nodes, the forwarding of messages, and the passage
of time, we need to discretize the reward to apply it into
the classifier model. In this paper, we divide the reward into
k7 ranges with equal interval and each of them stands for a
different level. Based on this method, nodes in VDTN can
be divided into X7 = < L1,L2, . . . ,Lk7 > levels, which are
called the delivery level. The higher the level is, the greater
the probability of the nodes succeeding in message delivery
is. Therefore, the dynamic reward is utilized as the classifi-
cation criteria, which can help nodes make superior routing
decisions. By predicting the delivery level of nodes, nodes
carrying messages decide whether to send these messages to
their neighbor nodes or not.

IV. STRUCTURE LEARNING
After the historical data set based on the selected attributes
is collected, the next step is how to learn the best BN
structure. In general, there are two kinds of method in BN
structure learning. The one is Mutual Information (MI) [25]
method based on dependency between attributes, where sta-
tistical or information theories are adopted to analyze the
dependency between variables. The other is scoring search
learning method [26], which constructs the BN structure
according to certain search strategies and scoring criteria.
Scoring search learning method focuses on the creation of
BN structure that fits the data set. As a classical scoring
search learning algorithm, K2 algorithm is used for finding
associations between system components and building the
BN model. This algorithm uses a heuristic method to provide
efficient and accurate results while searching for associa-
tions. Moreover, no human intervention is necessary during
the process of BN construction in K2 algorithm. However,
the performance of the K2 algorithm is greatly affected by
the provided attribute variables ordering. If we provide a
proper attribute variables ordering, e.g., all parents variables
are ordered prior to their children variables, the algorithm
will perform optimally and get an accurate result. Unfortu-
nately, inmost cases, the correct attribute variables ordering is
unknown. Therefore, the purpose of this section is to solve the
problem that how to get a better attribute variables ordering
for K2 algorithm.

A. OPTIMIZATION PROBLEM
Given a set of variables, there are many directed acyclic
graphs structure of BN can be constructed by these variable
as nodes. It is difficult to enumerate all of these graphs,
so it is reasonable to select the model of graph with the
greatest posterior probability. Let D denote the historical
data set based on the selected attributes. Let G denote the
structure of BN. G∗ represents the best BN structure, that
is, G∗ = argmaxG(P(D|G)), where the posterior probabil-
ity P(D|G) is the scoring function in scoring search learn-
ing method. In practice, P(D|G) can take different forms.
In this paper, Cooper-Herskovits (CH) [27] scoring func-
tion is selected to be a metric to evaluate the BN struc-
ture and to measure the quality of the attribute variables
ordering. And the K2 algorithm uses CH scoring function
to decide the best candidate parents set for node Xi. Now,
define the attribute variables ordering as X̂ =< Xi1 ,Xi2 , . . . ,
Xi7 >,where < i1, i2, . . . , i7 > is a permutation of 1 to 7.
Let π (Xik ) = {Xij |j ∈ [1, k)} be the candidate parents set of
attribute Xik . Then, the CH scoring function is provided as (2)

f (Xik , π(Xik )) =
qk∏
j=1

(sk − 1)!
dkj∗ + (sk − 1)!

sk∏
v=1

dkjv! (2)

where qk is the number of all possible states of π(Xik ), sk
represents the number of states that the node Xik can take.
dkj∗ represents the number of instances in historic data set
where Xik is any value and the instance π (Xik ) is in the jth
state, and dkjv denotes the number of instances in historic data
set where Xik is v and the instance π (Xik ) is in the jth state.

For attribute variable Xik and its candidate parents set
π (Xik ), the best parents set π

∗(Xik ) is determined by K2 algo-
rithm to make f (Xik , π(Xik )) up to the maximum. Then,
the best score of Xik is formulated by (3)

f ∗(Xik ) = max
π (Xik )

f (Xik , π(Xik )) (3)

The K2 algorithm iterates on the attribute variable Xik
according to the attribute variables ordering. And it is sup-
posed to get best score of each variable after K2 has traversed
all the attribute variables. Next, we can construct a Bayesian
network G(X̂ ) by adding a directed edge from each attribute
variable of π∗(Xik ) to Xik . According to [28], the quality of
G(X̂ ) can be measured by the total score of all the attribute
variable, which is formulated by F(X̂ ) as (4)

F(X̂ ) =
7∑

k=1

log(f ∗(Xik )) (4)

It is obvious that the ordering of attribute variables X̂ plays
an important role in searching for BN structure. Therefore,
we can formulate the optimization problem as (5)

max
X̂

F(X̂ ) (5)

When X̂ = X̂∗ makes F(X̂ ) take the maximum value,
we can get the best BN structure G∗(X̂∗).
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B. K2-GA ALGORITHM
Unfortunately, it is unrealistic to iterate all the possible
ordering of X̂ and find the best X̂∗ that makes F(X̂ ) up to
the maximum, because it is a NP-hard problem. Thus, in this
paper, we consider an appropriate evolutionary method to
solve the problem. During the past two decades, Genetic
Algorithm (GA) [29] has been successfully and broadly
applied to solve constrained optimization problems. Con-
sequently, we propose an improved K2 algorithm based on
GA (named K2-GA) to search for the optimal BN structure
efficiently.

The details of K2-GA are as follows:

1) INITIALIZATION
In K2-GA, the chromosome is defined as the attribute vari-
ables ordering X̂ . Let z be the size of population. At the begin-
ning of the algorithm, z chromosomes are produced randomly
and assigned to the first population. In order to increase the
diversity of the population, the initial z chromosomes should
be different with each other.

2) FITNESS FUNCTION
Fitness function is a metric to measure the quality of the
attribute variables ordering. As described in (5), F(X̂ ) is the
metric to evaluate the quality of BN structure in the attribute
variables ordering. Therefore, F(X̂ ) is determined to be the
fitness function. The Bayesian network with the greatest
F(X̂ ) value is the best structure.

3) CROSSOVER OPERATOR
In traditional GA, simple crossover operators such as one-
point or two-point crossover are often used to increase the
local diversity of crossover chromosomes. However, the tra-
ditional crossover operator cannot be used inK2-GA, because
it cannot guarantee the uniqueness of the elements in attribute
variables ordering. Consequently, we adopt Partial-Mapped
Crossover (PMX) [30] to generate new generation. Let Hi,j
denote the ith chromosome of the jth population.
The process of PMX is as follows:

1) Choose Hi,j and Hi+1,j randomly with the crossover
probability α, and generate randomly two crossover
segments with equal length on Hi,j and Hi+1,j respec-
tively.

2) Swap all attributes in the crossover segments ofHi,j and
Hi+1,j to produce two proto-children.

3) Establish a mapping table according to the exchanged
attributes. An attribute that belongs to both crossover
segment and non-crossover segment in a chromosome
is named a conflict attribute. H ′i,j and H

′

i+1,j are new-
born chromosomes after replacing all conflict attributes
belonging to non-crossover segments in proto-children
according to the mapping table.

Fig. 2 is an example of the PMX. As shown in Fig. 2(a),
H1,1 and H2,1 are the chosen chromosomes to be crossed,
where gray variables are crossover segments. It can be seen

FIGURE 2. An example of the PMX.

from Fig. 2(b),H1,1 andH2,1 are generated through swapping
all attributes in crossover segment. It is obvious that X6, X7
are conflict attributes inH1,1 and X3, X4 are conflict attributes
in H2,1. The mapping table in Fig. 2(c) is established based
on the swapping attributes to solve the confliction. According
to the mapping table, the conflict attributes X6 and X7 belong-
ing to the non-crossover segment in H1,1 are replaced by
X3 and X4, respectively. And the conflict attributes X3 and X4
belonging to the non-crossover segment in H2,1 are replaced
by X6 and X7, respectively. Finally, as shown in Fig. 2(d),
H ′1,1 and H ′2,1 are the newborn chromosomes without
conflicts.

4) MUTATION OPERATOR
In order to search the best BN structure, mutation operator
is used to increase the diversity of population and to reduce
the rate of convergence. In this paper, each chromosome is
supposed to mutate with the mutation probability β. Once a
chromosome is determined to mutate, the mutation operator
will swap two attributes of the chromosome randomly.

5) SELECT OPERATOR
In order to select outstanding chromosomes from the pop-
ulation, we adopt the roulette wheel election mechanism to
choose z − 1 chromosomes from the current population and
add them to the next generation. Moreover, elitism strategy is
adopted into the select operator, that is, the excellent chromo-
some in the current population will be preserved to the next
generation.

The pseudo code of the proposed K2-GA algorithm is
shown in Algorithm 1, where z is the size of population, α is
the crossover probability, β is the mutation probability, and
w is the maximum number of iterations. Moreover, Hj =
{H1,j,H2,j, . . . ,Hz,j} is the jth population, and rand is used
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Algorithm 1 K2-GA Algorithm
Input: z, α, β, w
Output: X̂∗, F∗(X̂∗), G∗(X̂∗)
1: j← 1
2: z chromosomes are produced randomly and assigned to
Hj

3: while j < w do
4: for i = 1 to z step = 2 do
5: if rand < α then
6: Hi,j,Hi+1,j← PMX (Hi,j,Hi+1,j)
7: end if
8: end for
9: for i = 1 to z do

10: if rand < β then
11: swap two attributes Xp and Xq in Hi,j randomly
12: end if
13: end for
14: for i = 1 to z do
15: obtain G(Hi,j),F(Hi,j) by K2 algorithm (4).
16: if F(Hi,j) > F∗(X̂∗) then
17: X̂∗ ← Hi,j, F∗(X̂∗) ← F(Hi,j), G∗(X̂∗) ←

G(Hi,j)
18: end if
19: end for
20: add X̂∗ to Hj+1
21: select z − 1 chromosomes from Hj by roulette wheel

selection mechanism, and add them to Hj+1
22: j← j+ 1
23: end while
24: return X̂∗, F∗(X̂∗), G∗(X̂∗)

to generate evenly a random number in the range of [0, 1).
According to the algorithm, at first, z chromosomes are gen-
erated randomly to construct the first generation with initial-
ization operator (lines 1-2). Then the crossover (lines 4-8) and
mutation (lines 9-13) operators are performed. The fitness
value and corresponding BN structure of each chromosome
in the population is calculated by lines 14-19. Afterward,
a new generation with z chromosomes is generated using
the selection operator (lines 21-22). After w generation of
evolutions, at last, we select the best chromosome X̂∗ and
return the optimal BN structure G∗(X̂∗) and its score F∗(X̂∗)
(line 24).

When α is 0.6 and β is 0.2, the BN trained through the
above algorithm is shown as Fig. 3. After obtaining the
network structure, we can establish the CPT of each attribute
by the corresponding data in the historic data set.

V. INFERENCE
Once the optimal BN structure learned, an inferece algorithm
is needed to predict the delivery ability of VDTN nodes.
As mentioned above, inference based on joint distribution is
not feasible when there are toomany variables in BN, because
its complexity is exponential with the number of variables.

FIGURE 3. The BN structure learned by K2-GA.

Therefore, we use JTA algorithm to calculate the probability
according to the BN model [21]. Based on this, we propose a
message forwarding strategy for VDTN routing algorithm.

A. JUNCTION TREE ALGORITHM
JTA is used to accelerate the inference process through vari-
able elimination and calculation sharing, which is more suit-
able for the inference of the large scale Bayesian networks.

The construction of a junction tree consists of the following
steps:

Step 1: Form the moral graph. For each node in the BN,
add edges between all of its parents, and drop the directions.

Step 2: Triangulate the moral graph. A moral graph is
triangulated when every cycle with more than three nodes has
an arc between a pair of nonadjacent nodes. Add edges to the
moral graph until a triangulated graph is constructed.

Step 3: Determine the cliques and separators. Firstly,
the Maximum Cardinality Search (MCS) [31] algorithm is
used to determine the elimination order. According to the
order, the triangulated graph is divided into cliques and sep-
arators. A clique is a maximal complete subgraph of the tri-
angulated graph, and a separator is a set nodes that separates
two adjacent cliques.

Step 4: Organize the cliques and separators as a junction
tree. Edges between cliques are introduced. This is done such
that a tree with the following property results: Whenever two
cliques are connected by a path, the intersection of them is
a separator on the path. The CPTs in the BN are assigned to
each clique in the junction tree for storage.

For example, suppose that Fig. 3 is the optimal BN
obtained by K2-GA algorithm. According to Step 1, add an
edge between X2 and X3, drop all the directions, then we have
themoral graph shown as Fig. 4. Fortunately, it is obvious that
the moral graph is already a triangulated graph. In Step 3,
the elimination order of the triangulated graph is determined
as < X5,X3,X2,X4,X6,X1,X7 > by MCS. According to the
order and the triangulated graph, we obtain the cliques and
separators, which are given in Table 2. Finally, the junction
tree shown as Fig. 5 is constructed through Step 4. The label
of each edge between two cliques is the separator. For each
probability distribution in the original BN (e.g., Fig. 3), put
it into one of the cliques if the domain of the distribution
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FIGURE 4. Moral graph of Fig. 3.

TABLE 2. Cliques and Separators.

FIGURE 5. Junction tree.

is a subset of the clique. For example, P(X5|X3,X7) is a
distribution in Fig. 3, and its domain {X5,X3,X7} is a subset
of the clique {X5X7X3}, thus we put P(X5|X3,X7) into clique
{X5X7X3} in Fig. 5. Similarly, we can put the distribution
P(X3) into clique {X5X7X3}, P(X7|X3,X2) and P(X2) into
clique {X3X2X7}, etc.
In JTA, the junction tree can be used to estimate the value

of a certain attribute by the observational values of other
attributes. In this paper, the probability of a vehicle belonging
to a certain delivery level can be calculated according to
the junction tree. Let x = {Rj1 ,Tj2 ,Aj3 , Ij4 ,Vj5 ,Uj6} denote
an instance of the observational attributes set of a vehicle,
where jl ∈ [1, kl] and l ∈ [1, 6]. Randomly select a clique
containing X7 to be the inference key and construct its evi-
dence propagation. Supposing clique {X2X7X4} is selected,
the evidence propagation of the clique is shown in Fig. 6.
According to Fig. 5 and Fig. 6, δ(X3) = P(X3 = Aj3 )
denotes the probability that X3 equals Aj3 . δ(X5,X3,X7) =
P(X5 = Vj5 |X3 = Aj3 ,X7) is the CPT that X5 equals Vj5
when the value of X3 is Aj3and X7 is unknown. Accord-
ing to the direction of evidences propagation in Fig. 6,
δ(X3,X7) = δ(X5,X3,X7)δ(X3) is the information flow-
ing from clique {X5X7X3} to clique {X3X2X7}. Similarly,
δ(X2,X7) = δ(X3,X7)δ(X7,X3,X2)δ(X2) is the informa-
tion flowing from clique {X3X2X7} to clique {X2X7X4}.

FIGURE 6. Evidence propagation.

δ(X4,X7) = δ(X1,X7,X4,X6)δ(X6,X7,X4) is the information
flowing from clique {X4X7X1X6} to clique {X2X7X4}. Finally,
δ(X2,X7) and δ(X4,X7) flow into the key clique {X2X7X4},
so δ(X7) = δ(X2,X7)δ(X4,X7)δ(X4,X2,X7). The probability
P(X7 = Lj7 |x) can be calculated according to (6).

P(X7 = Lj7 |x) =
δ(X7 = Lj7 )∑k7
j7=1

δ(X7 = Lj7 )
(6)

Then the delivery level of a vehicle node in the state of x can
be obtained according to (7).

X7 = argmax
j7∈(1,...,k7)

P(X7 = Lj7 |x) (7)

B. MESSAGE FORWARDING
In order to apply the proposed BN model and algorithms
into VDTN, the historical data set of all vehicles need to be
collected. Then, K2-GA algorithm is used to learn the optimal
BN structure according to the data set for entire VDTN, then
the JTA is executed to construct a junction tree. In our model,
all vehicles share the same BN structure and junction tree.
Considering the real situation of VDTN, in order to reduce
the cost, we can run the K2-GA and JTA algorithms offline,
and just upload the junction tree to each vehicle in VDTN.
When a vehicle meets another vehicle, these two vehicles
can send messages to each other. There are two cases of
message forwarding at this time. When the vehicle carrying
the message encounters the destination vehicle, the message
will be transmitted to the destination directly. Otherwise,
the delivery level, i.e., X7, of the current vehicle and the
encountered vehicle are calculated according to the junction
tree and (7). And the inference result will be cached to the
node to speed up the inference later. If the delivery level of the
encountered vehicle is greater than that of the current vehicle,
the current vehicle will transmit the message to the encounter.
Otherwise, the current vehicle will retain the message until it
encounters a vehicle whose delivery level is greater.

VI. PERFORMANCE EVALUATION
A. SIMULATION SETUP AND DATASET
In this paper, we use the simulation software the ONE (The
Opportunistic Network Environment) simulator [32] to sim-
ulate the proposed BN model and algorithms in VDTN. The
dataset used in the simulation experiment is derived from
real mobility traces of buses in Rio de Janeiro, Brasil. The
dataset is obtained from CRAWDAD [33], which contains a
movement trajectory covering 1,200 square kilometers and
involving 17,723 buses. Although the dataset provides data
that all buses drives on the area of 1,200 square kilometers
per day of a month, we concentrate on a 12 hour period
from 7 am-7 pm and 200 buses in the area of 35km ×
25km. It should be noted that the proposed BN model and
algorithms can be applied to different movement patterns of
vehicles in VDTN, and without loss of generality, we use the
traces of bus in the simulation. The settings of simulation
parameters are shown in Table 3. And in order to evaluate the
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TABLE 3. Simulation parameters.

performance of K2-GA, we do the experiment with Matlab
Bayesian tools [34].

B. TRAINING DATASET
Before conducting this simulation experiment, we have to
gather the historic data set. As a result, the data of 14 days
are selected. More specifically, 10 day’s data are randomly
selected as the training set and the rest data are used as
the test set. The historic data set of each node is an empty
table by default. In the process of generating the historic
data set, the nodes adopt the flooding mechanism to deliver
the messages, and every time the nodes encounter, the value
of the message Id, the destination node, the current region
code, time slot, movement angle, velocity, path Id and average
inter-contact interval will be recorded into the table. After the
experiment is finished, the node level is confirmed according
to the reward value and the data set are also stored locally.
Finally, we collect all the data of each node to train the BN
model.

C. IMPACT OF THE PARAMETERS IN K2-GA
The crossover probability α and the mutation probability
β are critical parameters in K2-GA algorithm. In order to
evaluate the impact of the two parameters in the K2-GA
algorithm, we let the size of population be 50, the maximum
iterations be 100, that is, z = 50 and w = 100. The number of
the attribute variables is 7, and the historic dataset of attributes
is obtained from themobility traces.We do some experiments
through modifying the crossover probability and mutation
probability. The results are shown as Fig. 7. According to
Fig. 7(a), with the increase of crossover probability α, K2-GA
can obtain a better BN structure, i.e. the score of BN F(X̂ ),
when α is greater than 0.2 and less than 0.6. However, when
α is 0.8, the BN structure is poor, because the high frequency
of crossover leads to that excellent chromosomes cannot be
retained to next generation. Therefore, we choose α = 0.6
to be applied to K2-GA. According to Fig. 7(b), it is obvious
that K2-GA can get the best performance when the mutation
probability β = 0.2. If we let β = 0.1, the best score of BN
structure is poor since the diversity of population is too low.
The performance of the K2-GA algorithm is unstable when
β > 0.2, because the high mutation probability increase
diversity of population, which is conducive to generate an
optimal chromosome. However, the high mutation probabil-
ity also causes that excellent chromosome mutates to poor
chromosomes, which results in a lower average score of the
population.

FIGURE 7. Performance of K2-GA.

D. COMPARISON WITH OTHER BAYESIAN NETWORK
STRUCTURES
In this paper, we evaluate the proposed routing algorithm in
VDTN by the following three metrics, which are usually used
to indicate the performance of routing algorithms in DTNs.
• Delivery Ratio: the ratio of the number of messages
reached at the destination to the number of messages
generated.

• Delivery Delay: the average time taken by the message
to reach the destination.

• Overhead: the average number of copies of the message
in the network at the time of reaching the destination.

In order to evaluate the effectiveness of K2-GA algorithm,
we compare our routing algorithm with different BN struc-
tures as follows.
• K2-GA: the BN structure is otained by K2-GA
algorithm.

• MI: the BN structure is obtained by the mutual informa-
tion algorithm in [19].
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• Rand: the BN structure is obtained by a random
sequence.

• Opt: the BN structure is the optimal and obtained by
enumerating all possible structures.

Figs. 8-10 show the simulation results of delivery ratio,
delivery delay and overhead vs. the deadline ofmessages (i.e.,
Time-To-Live, TTL) in different BN structures. As shown

FIGURE 8. Delivery Ratio vs. TTL.

FIGURE 9. Delivery Delay vs. TTL.

FIGURE 10. Overhead vs. TTL.

in Fig. 8, Rand and Opt show the worst and best performance
in delivery ratio, respectively. Because the BN structure
depending on a random attribute variables ordering is usually
not good, but the BN structure of Opt can be the best by
enumerating all possible structures. Comparatively, K2-GA is
better thanMI and a little worse than Opt in delivery ratio., As
shown in Fig. 9, Opt has the lowest delivery delay for the same
reason. Besides, the delivery delay of K2-GA is similar to that
of MI, and Rand has the higest delivery delay. Causing that
Rand can not discriminate the good and poor nodes in VDTN,
manymessages are transmitted to the poor nodes, which leads
to lower delivery ratio, higher delay and larger overhead.
According to Fig. 10, K2-GA and Opt have obvious lower
overhead than MI and Rand, because K2-GA can learn the
vehicle movement patterns efficiently and is better thanMI in
distinguishing the good nodes and the poor nodes in VDTN.
Although Opt shows the best performance, the complexity of
the enumeration method is too high to scalable and practical.
In addtion, since the performance of K2-GA and Opt are
similar, we can see that K2-GA algorithm is effective.

E. COMPARISON WITH OTHER ROUTING ALGORITHMS
In this section, we compare the performance of the proposed
routing algorithm based on BN with Epidemic, Prophet and
NB in delivery ratio, overhead and delivery delay while
changing of the TTL of messages and the buffer size of
vehicles.

Figs. 11-13 show the simulation results of delivery ratio,
delivery delay and overhead vs. TTL. In Fig. 11, the delivery
ratio of BN is higher than that of Prophet and NB. Although
Prophet determines whether messages are delivered or not
based on the historical information, BN not only takes the
historical information into account to estimate the transmis-
sion ability of vehicle, but also takes advantage of the vehicle
movement patterns. Therefore, the performance of BN is
better than Prophet. Besides, NB has the same considera-
tions as BN, but the conditional independence assumption of
NB limits its performance. When TTL = 100 min, we can
find that BN can effectively improve the delivery ratio by

FIGURE 11. Delivery Ratio vs. TTL.
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FIGURE 12. Delivery Delay vs. TTL.

FIGURE 13. Overhead vs. TTL.

about 8% compared to Prophet and 5% compared to NB.
However, the delivery ratio of BN is lower than Epidemic,
because Epidemic is based on flooding strategy. In Fig. 12,
the delivery delay of BN is lower than Prophet and NB,
because the transmission ability of vehicles is calculated by
improved ant colony algorithm, which makes these vehicles
in shortest path have higher delivery level. Consequently,
the proposed message forwarding algorithm let messages be
delivered to the vehicles with greater ability. Fig. 13 shows the
overhead of different algorithms. With the increase of TTL,
the overhead increases. However, compared with Epidemic,
Prophet and NB, BN has the lowest overhead, because our
message forwarding algorithm limits the number of copies.

Figs. 14-16 show the simulation results of delivery ratio,
delivery delay and overhead vs. buffer size. As shown
in Fig. 14, with the increase of buffer size, the delivery ratio
increases. When buffer size is 17 M, BN can effectively
improve the delivery ratio by about 5% compared to Prophet
and 2% compared to NB. In Fig. 15, it is obvious that BN
shows excellent performance in delivery delay. As shown
in Fig. 16, BN has the lower overhead than Epidemic, Prophet
and NB, and the overhead of BN is decreasing with the
increase of buffer size.

FIGURE 14. Delivery Ratio vs. Buffer Size.

FIGURE 15. Delivery Delay vs. Buffer Size.

FIGURE 16. Overhead vs. Buffer Size.

VII. CONCLUSION
This paper investigates the messages forwarding problem
for VDTN, where a new routing algorithm is proposed
and optimized. Considering the vehicle movement patterns,
the Bayesian network is utilized to make routing decisions
in VDTN. a novel BN structure learning algorithm (K2-GA)
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is proposed to search the global optimal structure, and JTA is
adopted to accelerate the inference process of BN. The exper-
iment of structure learning showsK2-GAhas excellent ability
to get a optimal BN structure, and the simulations suggest that
the proposed routing algorithm based on BN can achieve a
satisfactory delivery ratio with a minor forwarding overhead.
In the future, we are going to improve the BN model and
evaluate our routing algorithm against more VDTN traces.
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