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ABSTRACT It is known that constraints and disturbances in practice may affect the performance of
distributed predictive functional control (DPFC) system greatly, thus it is necessary to develop a method
to enhance the control performance further. Based on such background, a modified predictive functional
control with basic function and PID control structure (BFPID-DPFC) is proposed for large-scale strong
coupling system in this paper. In this approach, the performance index is reconstructed by utilizing the
Proportional integral derivative (PID) factor and the weighting coefficient of basis functions firstly, then the
ensemble control performance of the strong coupling system can be improved by adjusting the corresponding
factors. Further, the coupling effect between subsystems can be eliminated by employing Nash game theory,
then the improved DPFC approach is obtained. The comparisons between conventional DPFC method and
the BFPID-DPFC approach are done in the simulation part, and the results show that the ensemble control
performance of the proposed DPFC algorithm is better.

INDEX TERMS Distributed predictive functional control, PID control, basis function, coupling system.

I. INTRODUCTION
With the increasing control scale in practical industrial
processes, the number of corresponding variables that need to
be regulated has exceeded the handling ability of traditional
model predictive control (MPC). Meanwhile, the control
requirements in industry are also stricter, therefore, the rel-
evant performance obtained by applying the conventional
MPC may not be satisfactory [1], [2]. During the past
decades, modern information technology has been developed
greatly, and there are lots of progresses in the devel-
opment of MPC. Among these improvements, distributed
MPC (DMPC) that is formed by combining MPC and dis-
tributed control has been put forward for these large-scale
multivariable strong coupling systems [3]–[6]. Research on
the improvement of DMPC can provide some novel solutions
for complex industrial control.

The studies on the DMPC are always hot topics, and
there are many representative fruits. In order to solve the
problem of trailer trajectory tracking, Kayacan et al. [7]
designed a distributed nonlinearMPC algorithm. A novel dis-
tributed predictive controller, which can make the large-scale
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nonlinear system stable, was presented in [8]. Li et al. [9]
studied the consistency of distributed receding horizon con-
trol and discussed how to use neighbor information to deal
with the first-order multi-agent system. By selecting the
formation of small unicycle as research object, a multi-
level DMPC method was addressed [10]. Gao et al. [11]
developed a cooperative DMPC scheme by studying the
linear subsystems with coupling cost and coupling con-
straints. In [12], a detailed investigation on DMPC was
done. A systematic research on network and DMPC was
completed by Christofifides et al. [13]. The DMPC has also
been applied in practical processes, such as: Venkat et al. [14]
investigated the application of DMPC in cooperative game,
and the DMPC was applied to four-tank system by
Mercangöz and Doyle [15].

As for PID control, it is one of the earliest and the most
classic algorithms in industrial control. Because of its excel-
lent characteristics, PID control has been widely used in prac-
tice [16], [17]. In PID control, the adjustment of three control
parameters is particularly important, because these parame-
ters influence the control accuracy greatly [18]. Ziegler and
Nichols(Z-N) put forward the earliest PID tuning method,
which is called Z-N tuning approach and has been accepted
and used far and wide [19]. Based on Z-N tuning method,
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Cohen and Coon presented the C-C setting method [20].
After that, researcheon PID control and its tuning method
are springing up. For the system with time-delay, Smith
designed the predictive compensation controller [21]. On the
basis of Smith controller, Fruehauf et al. [22] developed the
internal model control algorithm. Astrommade a comprehen-
sive study of self-tuning control and adaptive control, which
contributes to the development of intelligent PID tuning sig-
nificantly [23]. In [24], the authors presented Fuzzy Particle
Swarm Optimization of PID controller as a Conventional
Power System Stabilizer CPSS to improve the dynamic sta-
bility performance of generating unit during low frequency
oscillations. Classic proportional-integral-derivative (PID)
controller, fuzzy logic controller and PID-type Fuzzy adap-
tive controller methods were also proposed [25]. Besides,
there are also many other crucial research on the combination
of PID control and MPC approaches [26]–[29].

DPFC is one of the main branches of DMPC algorithms.
In the design of DPFC, the large-scale system is divided
according to the actual industrial process firstly. Then opti-
mization is implemented for each subsystem. Meanwhile,
the communication between subsystems is realized by the
Nash game theory and the communication capability of
computer, then the coupling effect among subsystems can
be eliminated [30].The control circuits for DPFC were
designed using line currents, series reference voltages and
these are controlled by conventional controllers [31]. In [32],
the authors presented four control methodologies to mitigate
these difficulties using small-scale distributed battery storage.
These four approaches represent three different control archi-
tectures: 1) centralized; 2) decentralized; and 3) distributed
control. While in [30], the authors designs a distributed PID
type dynamicmatrix control method based on fractional order
systems. A distributed model predictive control algorithm for
heterogeneous vehicle platoons with unidirectional topolo-
gies and a priori unknown desired set point was presented
in [33]. To solve the problem of complex online calculation
in large scale predictive control system, the optimization
algorithm based on Nash optimality for distributed predictive
functional control was proposed [34]. In [35], the authors
investigated the consensus problem of general linear discrete-
time multi-agent systems using distributed model predictive
control with self-triggered mechanism. However, the con-
trol performance of DPFC is deteriorated by the inevitable
disturbance and constraints in the processes, and the corre-
sponding performance may not meet the actual production
requirements [36]–[40]. Thus, it is significant to develop an
improved DPFC scheme to enhance the system performance.

To the author’s knowledge, constraints and disturbances
in practice may affect the performance of the distributed
predictive functional control algorithm greatly. What’s more,
most existing research results only focus on the perfor-
mance improvement of one aspect of the large-scale system.
As to some processes with stricter requirements, the existing
research results may be insufficient and need to be modified.
To cope with such conditions, an enhanced DPFC strategy

with basic function and PID control structure is developed in
this article. By employing the PID factor and the weighting
coefficient of the basis function, the new performance index
is obtained. Then the ensemble performance of the large-scale
strong coupling system can be improved by adjusting the
corresponding factors. By introducing the Nash game theory,
the DPFC is acquired through eliminating the coupling effect
among the subsystems. The simulations verify the validity of
the improved DPFC method finally.

This paper is organized as follows. In section 2, the deriva-
tion of the traditional DPFC algorithm is described, and the
BFPID-DPFC algorithm is designed in section 3. In section
4, the relevant case studies on large-scale coupled system are
introduced, and section 5 gives the conclusion.

II. TRADITIONAL DPFC
In this section, the DPFC is introduced through the
corresponding derivations and the proof of its convergence
theorem.

A. DERIVATIONS OF DPFC ALGORITHM
The main characteristic of large-scale system is that the input
of one subsystem will affect the output of the other subsys-
tems, and these coupling features make the relevant control
complicated. Here, we suppose that the large-scale coupled
system can be described as the following transfer function
model with inputs and outputs [5], [14], [32].

G(s) =



K11e−τ11s

T11s+ 1
K12e−τ12s

T12s+ 1
· · ·

K1N e−τ1N s

T1N s+ 1
K21e−τ21s

T21s+ 1
K22e−τ22s

T22s+ 1
· · ·

K2N e−τ2N s

T2N s+ 1
...

...
. . .

...

KN1e−τn1s

TN1s+ 1
KN2e−τn2s

TN2s+ 1
· · ·

KNN e−τNN s

TNN s+ 1


(1)

where,
Kij, Tij and τij (i, j = 1, 2, · · · ,N ) represent the steady-

state gain, the time constant and the lag time of the corre-
sponding subsystem, respectively.

By discretizing themodel in Eq.(1), the difference equation
of the large-scale coupled system is obtained

YPM (k) = YP0(k)− AP0uP0 (k − 1)+ Hµ(k) (2)

where,

YPM (k) =
[
y1,PM (k),y2,PM (k),· · ·, yi,PM (k), · · · yN ,PM (k)

]T
YP0(k) =

[
y1,P0(k), y2,P0(k), · · · , yi,P0(k), · · · yN ,P0(k)

]T
µ(k) = [µ1(k), µ2(k), · · · , µN (k)]T , H = APMF

AP0 =


A11,P0 A12,P0 · · · A1N ,P0
A21,P0 A22,P0 · · · A2N ,P0

...
...

. . .
...

AN1,P0 AN2,P0 · · · ANN ,P0

 ,
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H =


H11 H12 · · · H1N
H21 H22 · · · H2N

...
...

. . .
...

HN1 HN2 · · · HNN



APM =


A11,PM A12,PM · · · A1N ,PM
A21,PM A22,PM · · · A2N ,PM

...
...

. . .
...

AN1,PM AN2,PM · · · ANN ,PM

,

F =


F1,G
F2,G
. . .

FN ,G



Aij,PM =



aij,1
aij,2 − aij,1aij,1

...
...
. . .

aij,M−aij,M−1aij,M−1−aij,M−2 · · · aij,1
...
...
. . .
...

aij,P−aij,P−1aij,P−1−aij,P−2 · · · aij,P−M+1


Aij,P0 =

[
aij,1, aij,2, · · · , aij,M , · · · , aij,P

]T
,

k = 1, 2, · · ·P, i, j = 1, 2, · · ·N .

where,
yi,PM (k) is the output prediction of the i subsystem at

time instant k , and yi,P0 (k) is the initial output prediction
of the i subsystem at time instant k . ui,P0(k − 1) represents
the input of the i subsystem at time instant k − 1. µi(k)
represents the coefficient matrix of the basis function of the i
subsystem at time instant k . P,M are the prediction horizon
and control horizon of the DPFC.N is the model length of the
DPFC. aij,1, · · · , aij,P denote the step response value of the
corresponding subsystem, and Fi,G is a matrix that consists
of the basic functions of each subsystem.

Based on the strategy of distributed control, the large-
scale system described in Eq.(2) can be further decomposed
into N coupled subsystems, where the control model and
performance index of the i subsystem can be described as
follows:

yi,PM (k) = yi,P0(k)−Aij,P0ui,P0(k−1)+ Hii (k) µi(k)

+

N∑
j=1,j 6=i

Hij(k)µj(k) (3)

min Ji(k) =
∥∥refi(k)− yi,PM (k)

∥∥2
Qi

(4)

where,

yi,PM (k) =
[
yi,PM (k + 1

/
k), · · · , yi,PM (k + P

/
k)
]T
,

yi,P0(k) =
[
yi,P0(k + 1

/
k), · · · , yi,P0(k + P

/
k)
]T
,

µi(k) = [µi,1(k), µi,2(k), . . . , µli,G(k)]
T ,

µj(k) = [µj,1(k), µj,2(k), . . . , µj,G(k)]T ,

refi(k) = [refi(k + 1), refi(k + 2), · · · , refi(k + P)]T .

N∑
j=1,j 6=i

Hij(K )µj(k) is the coupling effect of the input of the

j subsystem on the output of the i subsystem at time instant k .
Hii (k) represents the calculation matrix of the i subsystem at
time instant k , andHij(k) denotes the calculationmatrix of the
coupling effect of the j subsystem on the i subsystem at time
instant k . refi(k + 1), refi(k + 2), · · · refi(k + P) are the ref-
erence trajectory of the i subsystem. Qi is the corresponding
error weighting matrix of the i subsystem.

Based on the Nash optimization strategy, the performance
index Ji(k) of the i subsystem can be optimized. And the Nash
optimal solution of the i subsystem is obtained as

µ∗i (k) = Dii[refi(k)− yi,P0(k)+ Ai,P0ui,P0(k − 1)

−

n∑
j=1,j 6=i

Hij (k) µ∗j (k)] (5)

where,

Dii = (HT
ii QiHii)

−1HT
ii Qi

Further, the Nash optimal solution for the i subsystem at
time instant k for a new iteration is

µl+1i (k) = Dii[refi(k)− yi,P0(k)+ Ai,P0ui,P0(k − 1)

−

n∑
j=1,j6=i

Hij (k) µlj(k)] (6)

If the algorithm satisfies the convergence condition of the
Nash optimization strategy, the Nash optimal solution of the
whole DPFC system at time instant k can be expressed as

µl+1(k) = D1[ref (k)− YP0(k)+ AP0uP0(k − 1)]

+D2µ
l(k) (7)

where,

D1 =


D11

D22
. . .

DNN

 ,

D2 =


0 D11H12 · · · D11H1N

D22H21 0 · · · D22H2N
...

...
. . .

...

DNNHN1 DNNHN2 · · · 0


Here, the basis function is selected as step function. Mean-

while, the number of basic functions is chosen as 1, then the
control input of the i subsystem at time instant k is

ul+1(k) = µl+1(k) = D1[ref (k)− YP0(k)

+AP0uP0(k − 1)]+ D2µ
l(k) (8)

B. CONVERGENCE THEOREM OF ALGORITHM ITERITION
By analyzing the convergence of the above DPFC algorithm
iteration, the following convergence theorem is obtained.
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Theorem: For the DPFC system in which the Nash optimal
strategy is employed, the absolute value of the spectral radius
of D2 must be less than 1, i.e., |ρ(D2) < 1|.

Proof: It can be known that ref (k), yPO(k) are known or
measurable at time instant k , such that D1[ref (k)− YP0(k)+
AP0uP0(k− 1)] is also a constant at time instant k . Therefore,
the convergence of the DPFC algorithm mainly depends on
the second term in Eq.(8), that is, D2µ

l(k). According to the
above analysis, the convergence condition need to be satisfied
in algorithm iteration is derived as |ρ(D2) < 1|.

III. BFPID-DPFC ALGORITHM
In this section, the derivation of the improved BFPID-DPFC
strategy will be introduced in detail.

A. ESTABLISHMENT OF PREDICTION MODEL
Refer to the derivation in the conventional DPFC, the predic-
tion model of the i subsystem is obtained.

yi,PM (k) = yi,P0(k)− Aij,P0ui,P0(k − 1)+ Hii (k) µi(k)

+

N∑
j=1,j 6=i

Hij(k)µj(k) (9)

By employing the PID operator, the weighting coefficient
of the basis function and the control weighting factor λ into
the performance index, the new objective function of the i
subsystem can be expressed as follows.

min J̃i(k) = E i0(k)
TK i

IE
i
0(k)+1E

i
0(k)

TK i
p1E

i
0(k)

+12E i0(k)
TK i

d1
2E i0(k)+ λµ

T
i,Mµi,M (10)

where,

E i0(k) =
[
refi(k + 1)− yi,PM (k + 1/k)

]
= [refi(k + 1)−Wi (k)− Hii (k) µi(k)]

1E i0(k) =
[
1refi(k + 1)−1yi,PM (k + 1/k)

]
12E i0(k) =

[
12refi(k + 1)−12yi,PM (k + 1/k)

]
Wi (k) = yi,P0(k)−Aij,P0ui,P0(k − 1)+

N∑
j=1,j 6=i

Hij(k)µj(k)

µi,M = [µi(k), µi(k + 1), · · · , µi(k +M − 1)]T

K i
p = diag(k ip, · · · , k

i
p),K

i
I = diag(k iI , · · · , k

i
I ),K

i
d =

diag(k id , · · · , k
i
d ) E

i
0(k) is the difference value between the

reference trajectory and the output prediction of the i subsys-
tem, and 1 denotes the difference operator.

The corresponding shift matrix is introduced as

S=



Hii(k) 0 0 · · · 0
Hii(k+1) Hii(k) 0 · · · 0

...
...

. . .
... 0

Hii(k+M) · · · · · · · · · Hii(k)
Hii(k+M+1) · · · · · · · · · Hii(k)+Hii(k+1)

...
. . .

. . .
...

...

Hii (k+P−1) Hii (k+P−2) · · · · · ·
P−1∑
δ=0

Hii (k+δ)


P×M

,

S1=



1 0 · · · 0 0
−1 1 0 · · · 0

0 −1 1
. . .

...
...

. . .
. . .

. . . 0
0 · · · 0 −1 1


P×P

.

Further, the following formula is acquired.{
1E i0(k) = S1E i0(k)
12E i0(k) = S11E i0(k) = S21E

i
0(k)

(11)

Then the performance index of the i system can be rewrit-
ten as

min J̃i(k) =
(
refi (k)−Wi (k)−Sµi,M

)T
×Qi,1

(
refi (k)−Wi (k)−Sµi,M

)
+ λµTi,Mµi,M

(12)

where,

Qi,1 = K i
I + K

i
pS

T
1 S1 + K

i
d (S

2
1 )
T (S21 )

B. DESIGN OF BFPID-DPFC
By letting the derivative of the performance index J̃i(k) as 0,

i.e.,
∂ J̃i(k)
∂µi,M (k)

= 0, the Nash optimal solution of the i

subsystem is derived.

µ∗i,M = Dii,1 (refi (k)−Wi (k))

= Dii,1[refi(k)− yi,P0(k)+ Ai,P0ui,P0(k − 1)

−

n∑
j=1,j 6=i

Hij (k) µ∗j (k)] (13)

where,

Dii,1 = (λ+ STQi,1S)−1STQi,1

TheNash optimal control increment of the i subsystem at time
instant k is obtained.

µ∗i (k) = [1, 0, · · · , 0]µ∗i,M (k) (14)

Further, the Nash optimal solution for the i subsystem at
time instant k for a new iteration is expressed as

µl+1i,M (k) = [1, 0, · · · , 0]Dii,1[refi(k)− yi,P0(k)

+Ai,P0ui,P0(k−1)−
n∑

j=1,j 6=i

Hij (k) µlj(k)] (15)

Finally, the Nash optimal solution of the entire DPFC
system at time instant k can be obtained if the convergence
condition of the Nash optimization strategy is satisfied in the
presented algorithm.

µl+1M (k) = D3[ref (k)− YP0(k)+ AP0uP0(k − 1)]

+D4µ
l
j(k) (16)
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where,

D3 =


D11,1 0

D22,1
. . .

0 DNN ,1

 ,

D4 =


0 D11,1H12 · · · D11,1H1N

D22,1H21 0 · · · D22,1H2N
...

...
. . .

...

DNN ,1HN1 DNN ,1HN2 · · · 0


µl+1M (k) =

[
µl+11,M (k), µl+12,M (k), · · · , µl+1N ,M (k)

]T
By choosing the basis function as step function and the

number of the basic functions as 1, the control input of the i
subsystem at time instant k is

ul+1(k) = µl+1(k) = D3[ref (k)− YP0(k)+ AP0uP0(k − 1)]

+D4µ
l
j(k) (17)

IV. SIMULATION STUDY
In order to evaluate the effectiveness of the proposed DPFC
strategy, the conventional DPFC method is employed as the
comparison in this section.
Consider a large-scale coupled system with three inputs

and three outputs [30]

G(s) =


e−4s

79s+ 1
e−6s

87s+ 1
e−4s

120s+ 1
−1.25e−2s

33s+ 1
3.75e−6s

36s+ 1
e−3s

38s+ 1
−2e−2s

120s+ 1
2e−4s

145s+ 1
3.5e−2s

85s+ 1

 (18)

As to the selected coupling system, we need to decompose
it into subsystems according to the actual industrial situations,
and the obtained three subsystems are

Subsystem1 : G1(s) =
e−4s

79s+ 1
(19)

Subsystem2 : G2(s) =
3.75e−6s

36s+ 1
(20)

Subsystem3 : G3(s) =
3.5e−2s

85s+ 1
(21)

The set-point is chosen as 5 for both approaches. Mean-
while, the output disturbance with amplitude of -1 is added
to the whole system at time instant k = 500 to test the
corresponding control performance. The error precision is
specified as 0.01 for the employed Nash optimization strat-
egy, and Tab.1 lists the control parameters for two DPFC
methods.

To verify the validity of the BFPID-DPFC algorithm fur-
ther, here we introduce two cases, that is, the case under
model/plant match and cases under model/plant mismatch.

(1) model/plant match

TABLE 1. Control parameters of two DPFC approaches.

FIGURE 1. Output and input responses of the subsystem 1.

FIGURE 2. Output and input responses of the subsystem 2.

FIGURE 3. Output and input responses of the subsystem 3.

Figs.1∼3 show the corresponding output and input
responses for subsystems.

Here, the corresponding statistical performance indexes for
subsystems are shown in Tab.2
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TABLE 2. Performance indexes for two strategies.

From Tab.2 and Figs.1∼3, we can obtain the following
conclusion.

1) As to the settling time, the rise time, the delay time and
the peak time, the BFPID-DPFC algorithm provides
better performance than the conventional DPFC on the
whole, which indicates that the speed ability of the
BFPID-DPFC scheme is improved.

2) In terms of the overshoot, two approaches offer the
similar performance, which implies that the dynamic
stability of the two DPFC methods is similar.

3) For the recovery time after encountering the distur-
bance, the proposed DPFC method behaves better than
the traditional DPFC, which means that the robustness
of the presented algorithm is modified.

To sum up, the ensemble control performance of the BFPID-
DPFC approach is superior to the conventional method under
model/plant matched case.

(2) model/plant mismatch
It is known that disturbances and various uncertainties are

inevitable in practice, which may cause model/plant mis-
match. Here, three model/plant mismatched groups are gen-
erated by Monte Carlo method to evaluate the control perfor-
mance for both strategies (the maximum degree of mismatch
is ±30%).

1)The first group

Subsystem1 : G1(s) =
1.135e−3.278s

82s+ 1
(22)

Subsystem2 : G2(s) =
3.235e−6.235s

31.25s+ 1
(23)

Subsystem3 : G3(s) =
3.526e−2.163s

92.36s+ 1
(24)

The relevant responses of two approaches under the first
group are shown in Figs.4∼6.

FIGURE 4. Output and input responses of the subsystem 1 under the first
group.

FIGURE 5. Output and input responses of the subsystem 2 under the first
group.

FIGURE 6. Output and input responses of the subsystem 3 under the first
group.

2)The second group

Subsystem1 : G1(s) =
0.982e−3.46s

78.231s+ 1
(25)

Subsystem2 : G2(s) =
3.756e−6.98s

38.36s+ 1
(26)

Subsystem3 : G3(s) =
3.812e−2.21s

85.96s+ 1
(27)

Figs.7∼9 display the corresponding responses of subsys-
tems for two schemes under the second group.
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FIGURE 7. Output and input responses of the subsystem 1 under the
second group.

FIGURE 8. Output and input responses of the subsystem 2 under the
second group.

FIGURE 9. Output and input responses of the subsystem 3 under the
second group.

3)The third group

Subsystem1 : G1(s) =
1.154e−3.741s

84.472s+ 1
(28)

Subsystem2 : G2(s) =
3.012e−4.315s

39.358s+ 1
(29)

Subsystem3 : G3(s) =
2.547e−2.388s

74.623s+ 1
(30)

The relevant output and input responses of subsystems for
both methods under the model/plant match are as below.

Here, the corresponding statistical performance indexes
for subsystems in the case of mismatch of three models are
shown in Tab.3. where, a represents subsystem 1, b represents
subsystem 2, and c represents subsystem 3.

From Figs. 4∼12 and Tab.3, it can be easily seen that
the BFPID-DPFC strategy behaves better than the traditional

FIGURE 10. Output and input responses of the subsystem 1 under the
third group.

FIGURE 11. Output and input responses of the subsystem 2 under the
third group.

FIGURE 12. Output and input responses of the subsystem 3 under the
third group.

DPFC method in the aspects of the settling time, the over-
shoot and the recovery time as a whole, which verifies the
superiority of the proposed DPFC scheme under model/plant
mismatched cases. The details are as follows

1.Under the model/plant mismatch, for the settling time,
the rise time, the delay time and the peak time, the BFPID-
DPFC algorithm provides better performance than the con-
ventional DPFC on the whole, which indicates that the speed
ability of the BFPID-DPFC scheme is improved.

2.Under the model/plant mismatch, and as to overshoot,
two approaches offer the similar performance, which implies
that the dynamic stability of two DPFC methods is parallel.

3.Under the model/plant mismatch, in terms of the
the recovery time after encountering the disturbance,
the proposed DPFC method behaves better than the tradi-
tional DPFC, which means that the robustness of the pre-
sented algorithm is modified.
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TABLE 3. Performance indexes for two strategies under the model/plant mismatch.

In a word, the BFPID-DPFC strategy not only solves the
disturbances in practice but also provides improved ensemble
control performance.

V. CONCLUSION
In this paper, an improved DPFC with basic function and
PID control structure is proposed for the large-scale coupled
system. By combining the PID factor with the feedback error,
introducing the control weighting factor and the weighting
coefficient of the basic function, a novel performance index
is developed for the presented algorithm firstly. Then the
coupling effect between subsystems is eliminated by dis-
tributed optimization according to the Nash game theory,
and the enhanced DPFC strategy is obtained finally. The
simulations on a large-scale coupled system prove the validity
of the BFPID-DPFC approach, and the results show that
BFPID-DPFC algorithm not only solves the disturbances
in practice but also provides improved ensemble control
performance.

This BFPID-DPFC method has a significant improvement
on the rapidity and anti-interference ability of the system,
which can be used for some occasions with high rapidity
requirements, such as electromechanical coupling system.
Furthermore, the overshoot of large-scale system can be fur-
ther improved, which makes the method more widely used.
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