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ABSTRACT In robot-assisted endoscopic nasal surgery, due to the slender and complicated nasal cavity and
sinus anatomical structure, the nasal endoscope of robot end-effector is prone to injure surrounding tissues
during surgical approaches. In order to improve the movement safety of the endoscope in robot-assisted
endoscopic nasal surgery, a path planning method for endoscopic surgical approaches based on medical
image pixel map searching is proposed in this paper, and safe surgical paths from the nasal entrance point
to the operating areas are obtained. Firstly, through the trajectory analysis of nasal endoscope tip during
surgery, the path planning requirements of endoscope tip are analyzed and obtained. Then, considering the
slender and complicated anatomy of the nasal cavity, a binarized three-dimensional grid map containing
the spatial anatomy of the nasal cavity is constructed based on the patient’s CT medical image sequence.
The endoscopic surgical approaches are searched and optimized by introducing the A-star algorithm, and
safe surgical paths from the nasal entrance point to the operating areas are obtained. Finally, a virtual nasal
endoscopy system is developed and tested on a head model containing nasal tissue, and the effectiveness of
the planned surgical paths is verified by automatic virtual nasal endoscopy browsing experiment.

INDEX TERMS Path planning, robot-assisted endoscopic nasal surgery, surgical robot, virtual nasal
endoscopy.

I. INTRODUCTION
In traditional surgery, surgeons usually make surgical plan
based on patient’s preoperative two-dimensional CT/MRI
image sequence. Due to the lack of 3D information, insuffi-
cient visualization, and the inability to pre-verify the planned
surgical path, the risk and failure rate of surgery is high. With
the development of computer technology and image pro-
cessing technology, computer-aided surgery planning (such
as surgical path, incision position, resection range, etc.) has
gradually been applied in clinical application, and shows
great advantages, such as visible and interactive three-
dimensional information in the operation area, and the ability
to pre-verify the planned surgical scheme [1]–[4].

Currently, many surgical planning methods and sys-
tems have been proposed for computer-aided surgery. From
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the perspective of surgical planning system, there are
mainly stereotactic X-ray planning systems for tumor treat-
ment [5], [6]; automatic positioning planning systems for
surgical incisions in laparoscopic surgery [7]–[11]; bone
screw implantation and grinding planning systems for ortho-
pedics [12]; surgical planning systems for biopsy and
ablation [13]–[15] and surgical planning systems for stom-
atology [16], [17]. In general, current surgical planning
systems varies greatly depending on the type of surgery.
In robot-assisted tumor radiotherapy, the focus of surgical
planning is how to make the radiotherapy radiation cover-
age area consistent with the actual tumor shape to reduce
unnecessary injury. In robot-assisted laparoscopic surgery,
the focus of surgical planning is the incision position and
suturing process. In robot-assisted endoscopic nasal surgery,
due to the slender and complicated anatomical structure,
surgeons are prone to injure surrounding blood vessels, optic
nerves and skull base sieve plates during the manipulation
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of surgical instruments [18]–[20]. Therefore, preoperative
surgical path planning for safety is a key problem for robot-
assisted endoscopic nasal surgery and has important clinical
application value.

From the perspective of path planning methods, the cur-
rent path planning methods mainly include sampling-based
methods (such as rapidly exploring random trees, probabilis-
tic road maps), artificial potential field method, grid-based
method, etc. Sampling-based method samples the search
space, preserves the sample points in free space while remov-
ing the sample points in obstacle space, and then constructs
the path map and searches for the optimal path from the start
point to the target point. Torres et al. successfully imple-
mented the collision-free motion path planning of a con-
centric tube robot in neurosurgery based on RRT (rapidly
exploring random tree) algorithm [21]–[23]. Leibrandt et al.
achieved fast and stable path planning of a concentric tube
robot based on PRM (probabilistic road maps) algorithm
combined with kinematic look-up tables [24]. Park et al. [25]
used the RRT algorithm to obtain the motion trajectories
for a da Vinci surgical robot system, which improved the
automation level of the endoscopic camera manipulator and
relieved surgeon’s workload in surgery. The sampling-based
method runs non-exponentially depending on the dimen-
sions of the search space, so they are especially suitable
for high-dimensional configuration spaces, but the algorithm
cannot determine whether a path exists. Artificial potential
field methods generally regard a moving object such as a
robot or a car as a point in the search space, which runs
under the effect of the attraction force of the target point and
the repulsive force of the obstacle. The method is normally
solved by gradient descent, and the result is output as a path.
In 2014, Li et al. [26] proposed a path planning method
that uses artificial potential field algorithm together with
an improved conjugate gradient algorithm for robot-assisted
prostate brachytherapy. In 2017, Liu et al. [27] used artificial
potential field method to plan collision-free path of intraop-
erative robot motion in robot-assisted prostate brachytherapy,
so as to avoid collision of intraoperative needle tip with sur-
rounding organs. Li et al. [13] proposed a discrete potential
field algorithm based on 3D anatomical structures to plan the
needle path in minimally invasive surgery, such as biopsy and
cancer treatment. Experiment result showed that the discrete
potential field algorithm can improve targeting accuracy and
was beneficial to the therapeutic and diagnostic procedures.
The advantage of artificial potential field method is that
the amount of calculation is relatively small. However, this
method may fall into a local minimum and cannot find a
suitable path, or may find a non-optimal path [28], [29]. Grid-
based methods generally divide uniform mesh in the search
space, and then use search algorithms (such as Dijkstra, A∗,
D∗) to find the collision-free or optimal path from the starting
point to the target point [30]–[32]. In 2016, Granna et al.
used grid-based method and wave-front method to plan the
blood-sucking path of robot-assisted cerebral hemorrhage
surgery. The experiment results showed that the method can

effectively shorten the surgical path and improve surgical
efficiency [33], [34].

For robot-assisted endoscopic nasal surgical approach
planning [35]–[37], considering the narrow and slender sur-
gical operation space, the sampling-based method requires
dense sampling points, and there may be cases where the
path cannot be found. Also, the artificial potential field
method is prone to local extremum problems in the tortuous
nasal cavity. Considering that the patient’s CT/MRI image
sequence can be used to conveniently construct a uniform
grid search map, this paper proposes a grid-based method to
achieve surgical approach planning, and safe surgical paths
from the nasal entrance point to the operating areas are
obtained. Firstly, through the stage division of the endo-
scope movement process, the path planning requirements of
the endoscope of robot end-effector in each control stage
are analyzed and obtained. Then, considering the slender
and complicated anatomy of the nasal cavity, a binarized
three-dimensional grid map containing the spatial anatomy
of the nasal cavity is constructed based on the patient’s
CT medical image sequence, and the endoscopic surgical
approaches are searched and optimized by introducing the
A-star algorithm, safe surgical paths from the nasal entrance
point to the operating areas are obtained. Finally, a virtual
nasal endoscopy system is developed and tested on a three-
dimensional model containing nasal tissue, and the effective-
ness of the planned surgical paths is verified by automatic
virtual nasal endoscopy browsing experiment.

The remainder of this paper is organized as follows:
In section II, the requirements for nasal endoscopic path
planning are analyzed. In section III, a binarized three-
dimensional grid map containing nasal anatomical structure
is constructed based on medical image sequences. The A-star
algorithm is adopted to search the safe surgical approaches
from the nasal entrance point to the openings of sinuses.
In section IV, the virtual nasal endoscopy system is developed
to verify the planned endoscopic surgical approaches. The
conclusion is summarized in section V.

II. ENDOSCOPIC PATH PLANNING REQUIREMENTS
ANALYSIS
Generally, the nasal endoscope tip trajectory of robot end-
effector in robot-assisted endoscopic nasal surgery [38]–[41]
is shown in Fig. 1.

As can be seen from Fig. 1 that the trajectory of endoscope
tip can be divided into three sections:

The first section is from A to B: point A is in the safe area
away from the nose of patient, which is the initial position of
the endoscope before surgery. When surgery starts, the sur-
geon drags the end of the robot to point B with free dragging
control mode. In this process, because the endoscope tip is
far away from the nose of patient, collision is hard to happen.
Therefore, it is not necessary to plan the trajectory of the
endoscope tip, and the endoscope tip can be directly dragged
to the point B.
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FIGURE 1. The motion trajectory of nasal endoscope tip in robot-assisted
endoscopic nasal surgery (taking the right maxillary sinus as an example).

The second section is from B to C: when the endoscope
tip of robot end-effector is further dragged from B to C, the
endoscope tip is gradually approaching the patient’s nostril.
To ensure the motion safety during this process and pre-
vent the endoscope tip colliding with the nose of patient,
the motion trajectory of the endoscope tip should be planned.
In this process, the trajectory of the endoscope is visible.
Considering the planning efficiency, the path planning of the
endoscope can be performed in human-computer interaction
manner. The surgeon interactively edits the cubic polynomial
spatial curve in the path planning system (the interactive
planning points in Fig. 1), and then the motion path can be
adjusted and determined.

The third section is from C to D: when the endoscope tip
of robot end-effector is dragged from the point C of the nasal
entrance point (near nostril) to the point D of the operation
area, such as the opening of right maxillary sinus, the endo-
scopic tip is inside the nasal cavity of the patient. Due to the
slender and complicated anatomical structure of nasal cavity,
the endoscope tip is very easy to collide with the nasal tissue
during this stage. In order to ensure the safety of surgical
operation, the motion path of the endoscope tip must be
planned. In this paper, a binarized three-dimensional gridmap
containing nasal anatomical structure is constructed based on
medical image sequences, and then, the A-star algorithm is
adopted to search and obtain the path from the point C of the
nostril to the point D of the operation area. The details of the
proposed path planning method is discussed in Section III.

III. NASAL ENDOSCOPIC SURGICAL APPROACHES
PLANNING
A. 3D GRID MAP CONSTRUCTION
To plan the motion path of the endoscope of robot
end-effector in the nasal cavity, a three-dimensional map
containing nasal anatomical structure must be established.

FIGURE 2. Binarized image sequence of patient nasal model.

In this section, based on the patient’s CT medical image
sequence, through image binarization and spacing process-
ing, a binarized three-dimensional grid-type map with pixels
as the basic grid unit is established, which lays a foundation
for subsequent path search.

With the Insight Segmentation and Registration Toolkit
(ITK), the patient’s nasal CT image sequence (DICOM files,
a total of 343 images of 512x512 pixels) is read in, and then
the patient’s nasal cavity and 4 pairs of sinuses (maxillary
sinus, ethmoid sinus, sphenoid sinus, and frontal sinus) are
threshold segmented and binarized:

f (i, j, k) =

{
0 f (i, j, k) < Vthreshold
255 f (i, j, k) ≥ Vthreshold

(1)

The image sequence obtained by binarization is shown
in Fig. 2. The image sequence can be used as a uniform
grid model of the nasal boundary for subsequent map
construction.

Based on the binarized image sequence of nasal model
(shown in Fig. 2), a binarized three-dimensional grid-type
map is constructed using pixels of the image sequence as
basic grid elements: If the pixel gray value is 0, the point
is considered to be a free space point; if the pixel gray
value is 255, the point is considered as a barrier point;
the spatial distance between each grid point is determined
by the scan parameters of DICOM image sequence. The
final obtained binarized three-dimensional grid map is shown
in Fig. 3.

B. PATH SEARCHING ALGORITHM
The current spatial path search methods mainly include best-
first search algorithm, Dijkstra’s algorithm, A-star algorithm,
Sample-based algorithm, etc. In this paper, considering that
the patient’s CT image sequence can be used to conveniently
construct the grid map and the search efficiency, the A-star
algorithm is adopted to search the endoscopic path of robot
end-effector.
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FIGURE 3. Schematic diagram of the binarized three-dimensional grid
map.

1) PATH SEARCH ALGORITHM ANALYSIS
The A-star algorithm adds an estimation cost function to
change the search direction of the algorithm based on the
Dijkstra’s algorithm. Therefore, the search efficiency of the
A-star algorithm depends largely on the estimation cost func-
tion. The more accurate the estimation cost function is con-
structed, the shorter the search time is and the more accurate
the path is. The whole cost function of A-star algorithm is
defined as the cost estimation of the least cost path from the
starting node through the current node to the target node.
In general, the mathematical expression of the whole cost
function is as follows:

f (n) = g(n)+ h(n) (2)

where:
f (n)- The whole cost function, representing the cost esti-

mation of the least cost path;
g(n) - The known cost function, representing the known

cost from the starting node to the current node;
h(n)- The estimation cost function, representing the esti-

mated cost from the current node to the target node.
The estimation cost function h(n) is also called a heuristic

function. If the map is determined, the value of h(n) is also
determined. One key to the A-star algorithm is the precise
construction of the heuristic function. In practical applica-
tions, it is generally necessary to construct the heuristic func-
tion as close as possible to the actual situation. To do this,
it is necessary to refer tomore heuristic information, however,
the amount of calculation will also increase, and therefore the
design of this function h(n) needs to be weighed against the
actual application.

The commonly used heuristic functions are as follows:
1) The heuristic function based on Manhattan distance:

Manhattan distance is a city block distance. The distance
between two intersections is calculated according to the sum
of the horizontal and vertical differences of the coordinates
of the two intersections. Manhattan distance is generally
applicable to chessboard maps and block-type maps. For

the three-dimensional space, the calculation formula is as
follows.

h(n) = abs(x2 − x1)+ abs(y2 − y1)+ abs(z2 − z1) (3)

2) The heuristic function based on Chebyshev distance:
The distance between two nodes is represented by calculating
the maximum value of the coordinate difference between the
starting point and the end point. For the three-dimensional
space, the calculation formula is as follows.

h(n) = max (abs(x2 − x1), abs(y2 − y1), abs(z2 − z1)) (4)

3) The heuristic function based on Euclidean distance: If an
object in a map is allowed to move in any direction, the dis-
tance between the two nodes can be expressed by calculating
the straight line distance between the starting point and the
end point. The calculation formula in the three-dimensional
space is as follows.

h(n) = sqrt
(
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2

)
(5)

In this paper, considering the endoscope tip can move in
any direction, the Euclidean distance is used to construct the
heuristic function. At the same time, considering the actual
distance between pixels of CT image sequence is generally
different, in order to get more precise distance estimation
of the actual distance, it is necessary to calculate the path
weights in different motion directions. Assuming that the
pixel spacing of the CT image sequence in the three directions
of X, Y, and Z is δx, δy, δz, the final distance between spatial
pixels can be obtained as follows.

h(n)=sqrt
(
[(x2−x1)δx]2+[(y2−y1)δy]2+[(z2−z1)δz]2

)
(6)

Assuming that the starting node, the current node, and the
target node are respectively (xstr , ystr , zstr ), (xcur , ycur , zcur ),
(xend , yend , zend ), the whole cost function formula (2) can be
rewritten as:

f (n) = mindistance[(xstr , ystr , zstr ), (xcur , ycur , zcur )]

+ sqrt
(
[(xend − xcur )δx]2 + [(yend − ycur )δy]2

+ [(zend − zcur )δz]2
)

(7)

2) PATH PLANNING ALGORITHM PROCESS
Integrating the above algorithm analysis into actual surgery
process, the proposed algorithm flow is as follows:

1) Construct a grid map based on the binarized image
sequence from patient’s CT images. At the same time, the val-
ues of F, G, and H in all nodes (F, G and H correspond to the
function values of f (n), g(n), h(n) respectively) are set to 0.
2) Initialization: Build and initialize the Open list and the

Closed list. Build and initialize the starting node and the target
node, calculate the G, H, and F values of the starting node, and
then put the starting node into the Open list. Start the path
search loop by treating the starting node as the current node.

3) Path search loop:
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FIGURE 4. Path search algorithm flow chart.

(a) Loop judgment: if the coordinates of current node! =
the coordinates of target node;

(b) Search in the Open list and find the node with smallest
F value;

(c) If the Open list is empty, exit the loop;
(d) If the Open list is not empty, put the current node into

the Closed list and treat the node with smallest F value as the
current node;

(e) Check the nodes adjacent to the current node (up to
26 nodes in 3D space): If these nodes are not obstacles, not
in the Closed list, not in the Open list; then calculate their G,
H, F values and add them into the Open list. If these nodes
are not obstacles, not in the Closed list, but in the Open list;
then calculate their new G, H, F values. If their new F values
are less than the old F values; then update their G, H, F values
and their parent node information.

4) After jumping out of the path search loop: If the Open
list is empty, the path search fails, and no suitable path is
found. If the current node coordinate is equal to the target
node coordinate, the path search is successful. The found
path can be recorded: starting from the target node, along the
parent node information, going back to the starting node to
obtain the whole path.

According to the above algorithm flow analysis, the algo-
rithm flow chart can be obtained as shown in Fig. 4.

3) PATH PLANNING ALGORITHM RESULTS
According to the above path planning algorithm analysis, the
3D reconstruction model containing anatomical structure of

FIGURE 5. Obtained motion paths from the nasal entrance point to the
vicinity of each sinus opening.

the nasal cavity is used to interactively specify the starting
point (the nasal entrance point, near nostril) and the target
point (near the openings of maxillary sinus, ethmoid sinus,
sphenoid sinus, and frontal sinus). The motion paths from the
nasal entrance point to each sinus opening can be obtained by
the proposed search algorithm, as shown in Fig. 5.

4) PATH SMOOTHING
Since the path planning algorithm is a pixel by pixel searching
process, the obtained path is connected by many straight line
segments between pixels. Considering that the planned path
is not smooth, and it is not suitable for robot motion control.
Therefore, the obtained paths should be smoothed before used
in robot control. There are manymethods for path smoothing.
Considering the convenience of algorithm implementation
and the second-order derivative requirement of robot motion
trajectory, a Savitzky–Golay filtering method based on local
polynomial fitting [42], [43] is adopted to smooth the planned
paths.

Assume the window width of the Savitzky-Golay filter is
2N+1, using a k-degree polynomial fit, then

y(x) = a0 + a1x + a2x2 + . . .+ akxk (8)

For 2N + 1 data points in the window, there are 2N
+ 1 equations, which constitute the k + 1 element linear
equations.

y(x-N )
y(x-N+1)
. . .

y(xN )



=


1 x-N . . . x-N k−1 x-N k

1 x-N+1 . . . x-N+1k−1 x-N+1k

1 . . . . . . . . . . . .

1 xN . . . xN k−1 xN k



a0
a1
. . .

ak

 (9)
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Nasal entry point

Frontal sinus opening

Maxillary sinus opening

Ethmoid sinus opening

Sphenoid sinus opening

FIGURE 6. Smoothed paths from nose entrance point to the vicinity of
each sinus opening.

Assume

Y =


y(x-N )
y(x-N+1)
. . .

y(xN )

 (10)

X =


1 x-N . . . x-N k−1 x-N k

1 x-N+1 . . . x-N+1k−1 x-N+1k

1 . . . . . . . . . . . .

1 xN . . . xN k−1 xN k

 (11)

A =


a0
a1
. . .

ak

 (12)

Then the least squares method can be used to solve the
above equation (9), and the coefficients of the k-degree poly-
nomial can be obtained.

A = (XTX)−1XTY (13)

The filtered smoothed data points can be obtained as fol-
lows.

Y = X(XTX)−1XTY (14)

In this paper, through the actual optimization test,
the third-order polynomial with a window width of 5
is finally selected for smoothing and filtering, and the
smoothed nasal endoscopic motion path is obtained as shown
in Fig. 6.

5) PATH COLLISION DETECTION AND INTERACTION
OPTIMIZATION
In the previous path planning process, the endoscope tip of
robot end-effector is simplified to a pixel point, but in fact
the endoscope tip itself has dimensions. In order to prevent
the collision between the endoscope tip and the nasal tissue

 

Search 
radius R

Sampling 
interval T

Discretized into 
 small balls

Planned path

Discretized
path

FIGURE 7. Schematic diagram of collision detection based on bounding
sphere method between the planned path and the nasal tissue.

during actual movement of robot, it is necessary to consider
the diameter of the endoscope, and the collision detection
and optimization on the planned motion paths should be per-
formed (the contact between the middle body of endoscope
and the nostril is necessary for expanding the surgical operat-
ing space in the actual surgery, and the maximum safe contact
force is monitored to ensure the safety of contact deformation
during surgery. Therefore, path collision detection is only
applied between the endoscope tip and the nasal cavity but
not the endoscope body inside nasal cavity.).

Discrete sampling is performed on the planned path.
Assuming that the diameter of the endoscope is D, the sam-
pling interval is set as T = D/2 (the smaller the sampling
interval is, the better the collision detection results, but if the
sampling interval is too small, the collision detection effi-
ciency will be lowered). For each sampling point, the bound-
ing sphere method is adopted to detect the collision between
the endoscope tip and the nasal tissue. As shown in Fig. 7,
the collision detection process is as follows:

1) First of all, the planned path curve is sampled according
to the preset sampling interval, so that the planned path is
discretized into many uniform small balls centered on the
planned path.

2) For any small ball obtained by discretization (the endo-
scope tip is surrounded by the small ball), assuming that the
center position is P(x, y, z), and then the corresponding pixel
point of the ball center Q(i, j, k) in the binarized pixel map
can be calculated as follows.

i = INT((x − origin.x)/space.x) (15)

j = INT((y− origin.y)/space.y) (16)

k = INT((z− origin.z)/space.z) (17)

where origin.x, origin.y, and origin.z are the origin coordi-
nates of the pixel map; space.x, space.y, and space.z are the
pixel spacing of the binarized pixel map; and INT() is the
rounding function.
3) Assuming the search radius at endoscope tip is R=D/2,

the local search range of the collision detection can be calcu-
lated as follows:

i = [−INT(R/space.x)+ i, INT(R/space.x)+ i] (18)
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Nasal endoscopic path 
outside the nasal cavity

Nasal entry point

Frontal sinus opening

Maxillary sinus opening

Ethmoid sinus opening

Sphenoid sinus opening

FIGURE 8. The final endoscopic paths from the nasal entrance point to
the surgical areas.

j = [−INT(R/space.y)+ j, INT(R/space.y)+ j] (19)

k = [−INT(R/space.z)+ k, INT(R/space.z)+ k] (20)

4) For all pixels in the local search range, the Euclidean
distance from each pixel to the endoscope tip (the center of
the ball) can be calculated as follows:

D = sqrt
(
[(i− i) · space.x]2 + [(j− j) · space.y]2

+ [(k − k) · space.z]2
)

(21)

5) If Distance < R and the pixel gray value is 0 (the pixel
gray value is 0, indicating that the pixel is a free space point,
and the pixel is shown in black color in Fig. 7), it means that
there is no collision. IfDistance < R and the pixel gray value
is 255 (the pixel gray value is 255, indicating that the pixel
is a nasal tissue point, and the pixel is shown in white color
in Fig. 7), it means that there is a collision.

The above collision detection method only needs to search
for pixel points in the local neighborhood of the nasal endo-
scope tip, which greatly reduces the calculation amount of the
collision detection and improving the detection efficiency.

Since the surface of human nasal cavity is usually cov-
ered with a thin mucous, considering the operation safety
of surgery, the interference points found in the collision
detection need to be adjusted and optimized, and then the
collision detection should be performed again to determine
the final surgical paths. There are many methods to adjust
the path, but considering that the surgeon should do the final
decision on the planned path and only fine tuning of the path
is required after collision detection, therefore, the human-
computer interaction adjusting method through VTK toolkit
is adopted in this paper. The vtkSplineWidget in VTK toolkit
is used to provide an interactive interface that allows surgeons
to easily modify and adjust the planned path, such as interac-
tively adjusting the collision points on the planned path to
obtain the final planned path.

Through the above path planning method and subse-
quent path smoothing, collision detection and interactive
path adjustment, the nasal endoscopic motion paths from the
nasal entrance point to the surgical areas (near the open-
ings of the maxillary sinus, ethmoid sinus, sphenoid sinus,
and frontal sinus) are finally obtained. Fig. 8 shows the
final obtained endoscopic paths. Path outside the nasal cav-
ity is generated interactively by surgeons through the path
planning system.

IV. EXPERIMENTAL VERIFICATION OF PLANNED
ENDOSCOPIC PATHS
For the planned endoscopic paths, if pre-verification can
be performed, it is possible to find out whether there is
a problem with the planned endoscopic paths in advance,
thereby reducing surgical risks and improving the quality
of surgery. This section will verify the feasibility of the
planned endoscopic paths by constructing a virtual nasal
endoscopy system. At the same time, the virtual nasal
endoscopy system enables surgeons to more intuitively
understand the three-dimensional anatomical information of
operation area before surgery and helps to improve the quality
of surgery [44].

A. VIRTUAL NASAL ENDOSCOPY SYSTEM DESIGN
The virtual nasal endoscopy system of this paper is based
on the previous acquired CT images. The implementation
process of the virtual nasal endoscopy system is as follows:

1) Obtain a two-dimensional medical image sequences
(generally DICOM format) of the surgical area using a med-
ical imaging device (CT, MRI, etc.);

2) Perform necessary preprocessing on medical image
sequences: image filtering, image enhancement, image seg-
mentation, etc.;

3) Perform 3D reconstruction and visualization on the
pre-processed image sequences using the surface rendering
method;

4) Perform browsing path planning based on the pre-
processed image sequences to obtain browsing paths (surgical
approaches);

5) Set appropriate virtual nasal endoscopy parameters
according to the characteristics of the browsing surgical
areas;

6) Design and implement appropriate human-computer
interaction styles: human-computer interaction browsing,
automatic browsing, etc.

Through the above construction process, a virtual nasal
endoscopy system is implemented with VTK toolkit and the
system interface is shown in Fig. 9. It mainly includes planned
paths management module, paths loading and initialization
module, endoscope camera parameters management mod-
ule, automatic browsing and interactive browsing module.
Through the horizontal scroll bar below the image display
interface, it can be conveniently adjusted to any point of the
planned path for fixed-point observing.
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FIGURE 9. The implementation process and interface of virtual nasal
endoscopy system.

B. EXPERIMENTAL VERIFICATION OF PLANNED
ENDOSCOPIC PATHS
The virtual endoscopy system can be used to simulate the real
movement of the nasal endoscope, while displaying the image
of the virtual nasal endoscopy in real time. Therefore, it can
be conveniently used to pre-verify the planned surgical paths.

The virtual nasal endoscopy systems have two opera-
tion modes: an automatic browsing mode and an interactive
browsing mode. In the automatic browsing mode, the surgeon
selects the planned paths on the left side of the interface, sets
the angle of view and focal length, and then clicks the Start
VE button. The virtual nasal endoscope will automatically
browse along the selected path, and the right interface will
display the virtual image of the endoscope in real time. In the
interactive browsing mode, the surgeon can select the points
of interest on the planned path for multi-angle observation
and can also move the points of interest interactively up and

FIGURE 10. Snapshots during the automatic browsing.

down (the button at the lower right corner of the interface).
In this mode, the surgeon can conveniently select the observ-
ing area and angle, and observe some areas that traditional
endoscope cannot observe.

In this paper, the automatic browsing mode is adopted with
the planned path as a pathway. The virtual nasal endoscope
automatically moves along the planned path while acquiring
images in real time. By observing the image quality during the
virtual nasal endoscopy, it is judged whether the planned path
interferes with the nasal tissue, and whether the surgical field
of view changes smoothly, thereby verifying the feasibility of
the planned paths.

Fig. 10 shows part of virtual endoscopic images acquired
during the automatic browsing.

It can be seen from Fig. 10 that based on the virtual nasal
endoscopy system, the rationality and safety of the planned
surgical paths can be verified with the automatic browsing
mode. At the same time, the surgeon can more intuitively
understand the three-dimensional anatomy of the operation
area before surgery, which helps to improve the quality of
surgery.

V. CONCLUSION
In order to improve the motion safety of nasal endoscope
in robot-assisted endoscopic nasal surgery, a path planning
method of endoscopic surgical approaches based on med-
ical image pixel map search was proposed, and safe sur-
gical paths from the nasal entrance point to the operating
areas were obtained. Firstly, through the nasal endoscope
tip trajectory analysis during surgery, the motion trajectory
of endoscope tip had been divided into three stages. For
each stage, the characteristics of trajectory were analyzed
and the corresponding path planning requirements of endo-
scope tip were obtained. Then, considering that the patient’s
image sequence can conveniently construct a grid-type map,
a three-dimensional map containing the spatial anatomy of
nasal cavity was constructed by threshold segmentation, bina-
rization and pixel spacing processing of the patient’s image
sequence. Through analyzing the estimation cost function of
A-star path search algorithm, the optimal path cost estimation
method close to the actual situation was obtained by using the
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Euclidean distance calculation, and the endoscopic surgical
approaches were searched and smoothed. Considering the
diameter of the endoscope tip, the collision detection and
interactive optimization on the planned motion paths were
performed, and safe surgical paths from the nasal entrance
point to each sinus opening were obtained. Finally, to ver-
ify the planned endoscopic paths before surgery, a virtual
nasal endoscopy system was developed and tested on a head
model containing nasal tissue, and the effectiveness of the
planned surgical paths was verified by automatic virtual nasal
endoscopy browsing experiment. In future, the proposed path
planning method will be evaluated on high fidelity head
models and cadaver heads.What needs to be focused on is the
effect of the deformation of nasal tissue on the planning path.
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